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a text. Studi== of the effects of staging of ideas, ts::izalization,
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on subjects' pe:zfiormance in comprehendlnu:tmaphorlc refivx-zmce have led tc
‘a provisional ::= of. rules used by reader: .zn assigninc cext referents,
and to the begi.: ings of d theory for dx::rzrse process:1aqg. a .

- phonemic transl==ion, leéxical acces- =z =F=-context, pz=ditive extrapola-

Confirmatory mazimum~likelihood fa—-..~ .u:alysis has be_ 7 & to gvaluate
the model, and established the rel . -21ip of reading com por=nts to
conventlonal reading tests and to == . *oqnltlve abilitie: .
Research in the final year has bee- di: ===d at .developing & causal model
for the Interactions among readin< zoms: =ty in establishing overall
levels of' reading performance. U .ng i--zskog's ACOVS (Ar=Tvsis of - -
‘Covarigpnce Structures) approach, . numt« of alternative 4i- -sractive
theories have been examined. In —ze firal theory, percep- z: skills
cont”;bute to efficient (automat: - decciing, which in tv determines
-ency of wc.d recognition. ~“Zicient word recognit+' is in turn the
determining fac v in setting the :=vel of efficiency in :'ntext -

e s . . . . . Ras ’
‘utilization; the lower-level perc= =zual and decoding Comz. _ents are

" as supporting a resource-sharing model for process interaction.

o

o e i
in extraoolatlr“ dlscourse context to activate llkéiy cwmmepts in semantic
memory. Other memsures have focused on .aspects of diszairse processing,
particularly ax +hey are utilized in understanding. ananit—ric reference in

v

Some 20 measure Jf these and other n»rocesi=s have been. x2l=: rtad to elght
baéie‘cqmponents of ‘reading: letter encmImg, multileizs=r »:modlng,

tion of a disccurse representation critiwity to kopizslis —in text, and
semantic integrzcion, of antecedent: -~7t-in a discourse rarr=:=ontation.

correlated with measunes of conte util:.zation only ‘thrcawh their effect
on. eff1c1ency of lexlcél retrieva. . This is not the case Tor components
related to the analysis of discouz=ze.' Skill ‘levels'iin sensitivity to
topicality and semantic 1ntegrat::: of antecedents are_bcth determlned
directly by the levels of percepz—zl/decoding automatlcl-y, as _well™as by
eff1c1ency of wcrd recognition. This independent effect:of automaticity.
at the word analvsis level on discourse processing components is interpreted

«
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N -ABSTRACT

S

v

This- research i's concerned with understanding and
ideg&ifying the limits on reading abilitv imposed by

deficiencies = in basic information - _'processinq_

components. gDuring'the'ﬁifst two years of this'projecﬁ,

the work has identifiéd.perceptual_and .éoéhitiVe skill ®

components of reading, and has formulated techniques for

measuring those skills. A series of experiments has
- pinpointed poor readers” - deficiencies- in perceivihg
- . v V » .

\ orthographic units, fin_ohbnblogical decoding, in uSing'
¢ . : o i ) ‘

context in lexical identifigation; and in extrapolating @Hﬁ
ﬂ g A e S ST o
- .~ discourse ~--context - to activate likelv concepts  in. .-

- — AR,

- semantic memorv. .Other measures have fdcused. on aspects &

- e o

of ‘discourse vprocessing, wvirticularly as thev . rare’
/ ) . “w . N . . -.. : )
utilized in understanding anaprhoric reference in a text.

" Studies - of the effeCtsmiiof 'SEad&nq of ideas, .

topicdliza;ion,v.syntacticuwﬁorm, ‘number . of available

¢ - referents, and ‘other .text variables on subiects”
: : . i . v
performance in comprehending anaphoric reference have

led to a provisional . set of rules used hy readergnin

assigning text referents, and to the- beginnings.- of a

6 B
. theory for 3liscourse processing.

5

-7
. E .
Qother processes have - .

C

= 0 - . .Some 20-measures.of these and
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Jbeen related’ to e}ght, bgsiq- - components  of
reading;. letter ieﬁéoding,~ multiletter encoding,f

"phonemic translation, lexical access, use of context,

predictive extrapolation of a discourse representation,

.:éénsitivity°  th;\tobicality in text, and semantic
( integration  of .aéiééedepté . within _a. discourse
.geprg;entation.'” Confifmété?iznakjmum—liké}ihdbd factor
m\p__n;;hu-éﬂﬁizsis has TbeehbxﬁSed- toikevaidatek the model, and

.establish the relﬁtiénShibmgbf” reaQiﬁé components to°

-
"

cohvéntional reading tests “and :to other. cognitfive
. . ’ . . A . » .
“abilities. .

. . . T _.’ --‘ ) . L . - . . ™ .
Research in -the final year has . been directed at -

'deVelopingma causal model for .the:.interactionsa among
@ & ‘reading;ncompdheﬁES' iﬁ’,establishihg joverall levels:of
reading~pérf6rmanée;4_U$ihg-J6reskog”s ACOVS (Analysis

°

. of Covariance = Structures) approach, a number ' of
. " alternative interactive theories h-ve been examined. In

+ -~

the final theory, perceptual skills contribute ..to__
efficient (auébmaﬁic).dec0ding,‘which in turn defermines
: gfficiency. of  word {récoénition, Efficient word
-re¢oghi£ion is in furn the detérminina factér iAWSQttiné
the‘levellof .efficiency- in Contexf. utilizationf .thé;
10wer—1ével E pefceptual _and'gdeCOding c&mpénenté are

correlated with measures of .context utilization only

a

¥
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through their, effect on efficiency of lexical retrieval. -
This--is "not the ©case for ~c6hoonents_related,td the .« .
aha}ysis'of discoufée.h 3kill levels in sensitivitv - to" R4
topicalitv' and semantic integration of antecedents are '
‘both * determined’ "directly - by - the levels  -of
pefceotual/decoaing automaticity, as well as by
efficiency of word recognition. This independent effect

of automaticity at the word analysis level on discourse
processing components is interpreted as suppprting a
. resource-sharing model for process interaction.
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T

'GENERAL THEORETICAL. FRAMEWORK"
. / ’

" A componential ‘theory of reading (or of anv other .
complex performance) attempts to identifv a set of

“functionally .defined information processing svstems or

components which, 1in interaction with .one another,

H

accomplish the more complex performance -= in this case,

readingf.with comprehension.' ) Lomponent processes are

' deflned hv the types of Aata structures ‘on whlch ?tHev

operate (the domaln or 31tuat10n in whlch thev nperate),

and Dobv the ‘spec1flc transformatlons ,of thosenrdata

structures that,'reSult . (the functlon or action
performed). A'Pomponents' can“'fbe’ tho"qht of as

correspondlnq to the Droductlon systems' of Artificial

) . 1

Intelligence,ﬁ which consiSt . of situation-action pairs

t(Winston,_lQ?Q“\p. 144) . Productions- (and“ components) -

are,xapplied ~when their’ triqqerinq'"situatious occur.

- Their actions_alterfthe _internal daga’ Structures and

' therefore set the stage for still othervﬁroducticns.-

>
«

"_ProduLtlons -% a d components == are,uin effect; always.

)

available ':for'a use; and are. automaticallv applied
whenever their defiﬁihg_inbut data  structures make an-

) ae ) ' : -
- appearance.”’ - L S

a e
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An advantage of production system theories is that

fgrapheme-phoneme"correspondence..rules-and results in a

no executive controlv processes need ,be postulated.
Componentsi ’wili ‘be applled in seq;:9ces that are
determined by the1r pattern aof interaction,ybas it is
determined by therr jeint effects on a common internal
data base. Thus, the contr ls over co p0nent overations
reslde 1n the sperlflcatlon of the s1tuat10ns ‘in -whlch

they are applled.'_' For example,\\}n the theory of
readino, a decoding processes is postuiatedﬁthat has as
input an orthographic array .consisting of encoded
letters or multiletter units. This ‘Drocess. applies

o

pronunc1atlon for the 1nput array. The process --cannot

operate untll its  input s1tuat10n’ occurs -- namelv,

k3 -

- letters and/or multlletter units have been enooded‘

~There is thus an’ automat1c sequenc1ng of processes for

encoding'orthograph;c unlts and decoding. However,

encoding of multiletter units and'encoding'of,individdai

'graphemes both réQuire.as input a set of visual features

- distributed‘ spatially. These * two components - are,

[

"therefore, not sequentially organized.

i

2

~In a componentlal theory, readers may be thought of

as dlfferlnq in the ~degree.. to -whlch 'prodnctions,' or
components, have become automated (cf. Schneider &
: o

v 7

13
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Shiffrin, 1977; Shiffrin & Schneider, 1977). Automatic

Tprocesses T can  operate” concurre ntly —with other
~components, without - degrading their efficiency of
cperation. In contrast, controlled (nonautomat{c)

proqésses make dgmands on genéral, shared proceséing
resources; when. thev must'~operate vconcurrent1V“ with
other pfocessesh performance is- degraded. A Skiliad
. reader possesses many, highly 'auﬁohatedv components,
while a less skilled reader has a smaller number of such
Coﬁpohents, and tﬁose may be Quantitatively less:
aufohated;._Hquﬁer, the é ecific componenté that lack

, automation 'may vary considerably within the population

of‘podrly'skilled; young.adult: readers.' Thus, while;,:3

readers may be reliably classified along a single
. dimension of "generai‘;readinq ability," the actual
“sources of low tested ability may vary éonsidefablyjfrom

reader to reader.

Measurement of Components ;

A

A“definition of a wrocessing component such as the

one we have presented has immediate implications for the

_measurement,'and thus the identification, of ‘components -

as determiners of readers” verformance. The precise

specification of & domain of operation allows (a) the

1 A
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8

[}

selection of a task *which 1nvokes the component and (h)
tte' 1dent1f1catlon of st1mulus variables - - whose
manipulation ‘will alter processing -difficulty withv
respect to the designated component. - Contrasts among
task conditions can then be deve]oped that represent the
degree _to which performance . is deqraded  as
'component-soecific‘ processinq. is  rendered more
'difficuit. | Measures suchvas these are theory based and
thus are suscethble to experimental Avajidation or
invaiid**ton. , Valldltv 1s establlshed by showing thatl
;the manlpulatlon of task dlfflculty has produced the
; predlcted change inf'performauce.: 'Compouent;specific

- measures of 1nd1v1dual Derformance are the values of

these contrasts obtalned for 1nd1v1dua1>subjectsif

Example:: Encodlng multlle“ter. units.' Cohs}derf

for example, ‘the process of encodlng multlletter units.

Unlt detectors are hypothes1?ed to respond more neadlly
'(a) when uults are of hlgh! frequency w;thln English
,orthogrgphy and Xb); when units are in positions where
they§are'normally likely to occur (Mason,hl975; Mason &
- Katz, 1976). Accordinoly,.an egperiment was carried out
‘testing. the ,etfects_ of these varrables on a subject’s'
speed in encoding'and reporting multiletter units." The‘

display conditions were arranged to ensure that:
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efficient perceptual " processing would be required-for — - —---

task. performance. while . at. the same time allowing
manipulation of these 'Variables._ Stimuli were

four-letter items, preceded.and followed by a '3Q0 msec

pattern mask, ailo&ing an exposure duration of 100 msec.

While on a third of trials the items were four ~letter,

common Engllsh words, on the rema1n1ng tr1als,;,two of

the four = letters were masked contlnuouslv durlnq the

'__expesure, ailowing only a single letter pair (a bigram)
"to be available for ehceding. ‘The critical higrams were

| of either -high or low frequency (T<> 260 or T_< 75 in

l

the Mayzner & Tressauﬂt, 1965, tables), of hlgh br,hlow;”

pos1t10nal 11ke11hood (w1th va pr10r1 conditional

probapllltles of be1ng presented 1n the tested posltlon,

”hg[P051t10n/Blgram] > 55 or < 10), and were presented

in"elther the 1n1t1al mlddle, or f1nal p051t10n w1th1n

the array. The subject S task was to report a11 letters

as soon. as posSlble,'

”

¢ For the least skilled readers (those 'who scored

below _the 48th. percentlle'on the Nelson-Dennv Reading"

' Tést),  performance was found to depend | upon - the

¢

frequehcy ahd' positional likelihood - of the stimulus~='
Ibiérams,'as}had been predicted. For these sSubjects,

high-frequency bigrams were' encoded - ah_averagenef 41

R
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msec faster than were lowffrequencv bigrams, and initial

s
"

bigrams were encoded 39 msec faster when they were

likely to;appear in that position than when ‘they were
unlikely to appear there. . .Comparable figures for a
middle group of readers:(scoring between the 48th and

77th percentiles) were 35 msec and 20 msec, while those

for a'high—ability group (scoring at or above the 85th .

percentile) were 'essentiaily zero =-- .3 msec and 4.2
"msec. The eiperimentai variables thus had the predicted
effects on'performance, particularly for those readers
who were ieast llkely to - have automated perceptual

‘ skills for encodlng mult11etter orthographlc un1ts.

When, as in th1s exampTe, mean’ performance for the

* various task cond1t1ons has followed  the predlcfedt

pattern, Va_ second'-criterion' for vaIidation of thev

component can_ be applled This cr1ter10n setves thej'

purpose of establlshlnq that 1nd1v1duals dlffer rellably“

in measured levels of performance .on  the - glven
‘component eVen when alternat1Ve measurement operatlons

. -- that are in theory equ1valent»-- are employed. An

this next step, "two . or more 'contrasts._among' taSK e

i=conditions are, chosen ‘that (a) ~are experimentallyu

independent and (b) 'produce changes in processingfk

~ difficulty with respect . to the part1cular component.

\ -
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.These contrasts, calculated for the individual subjéct,.

constitute alternative 1indices of component-specific
performance. As such, thev must show construct

'vélidity; they must be posifively ¢correlated ‘with one

another (convergent validity), and at the same time show

consistent  patterns of correlation, or lack of

correlation, with measures  of - other comnonents E

(discriminant wvalidity). The theorv thus generates ah’

:exp11c1t hvpothe51s about the comnonentlgh complexltv or

structure for a set of measures, and _tﬁus hypothe51s

(termed a measurement—i=mdel) is amenable to statistical

Y

» . . ? ! _ s . .
evaluation through the use - = of confirmatory

. A AN P -
maximum-likelihood factor analysis. o \"

 Overview of Component Skills iE'Reading

e T
LY

The .- ,Ewo methods . for validatioh of .

. .- . Wl
K T
H a o B -

' component-specific measures -- verifying effects of task

‘manipulations on task difficulty - and -thé anaﬁiéis; of

L3

correélations among. measures in. fitting a measurement’

model --'have been applied: in ‘three: major -processing
areas. in .feading. In FiQQre *l;?these tﬁfee-@ijo;:

B

. processing lévels are described and théiffiﬁfefrélatibns
’representéd The un1t of 1nformat10nal analy51s 15‘ the

Ringle. f1xat10n, ‘which makes avallable for proce551ng a
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set of words or phrases. At the moment of fixation, the

reader has available to -applv to the information

obtaired within the_fikation {a) a set of word ana1v51s

processes, (b) a discourse.- model generated from'previous-

text by d1scourse ana]vs1s processes, and (c) an ab111tv

to combine 1nEormatlon from word and discourse sources

by what we term 1ntegrat1ve processes.\\As 1nd1cated inp

the - figure, we suggest a set of component processes that

constitute each category. ; -~ -

— e e e = — — ——— ———— — ——

Word Analysis Processes

i
!

Word analysis . includes processing components

involved in the perception . of single-letter and

multiletter orthographic units, "the translation of

orthographic informatidn into  a - phonological
representation, - the assignment ?of appropr1ate speech

fpatterns to such translated unLts (e g., stress, -prtch,

'contour), and. the depth of proce551ng in retrieving.

o

lexical x'categor1es. _ Note that'_ the- défining

\:characteristics of these word analys1s processes is. that =

fthey are‘all’llmlted to-processlng information ayallable.

. . . F
within a single word. i

»\‘
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Discourse Bnalysis Processes

DiééourSe analysis_prpcesées axé.used for4anal§zing
lexical and stfuétdfal information at the text level
(rather than at the word levgl).'for the 'purpose of

‘éonstructing a ¢£;xt model that represents the feader’s_ i

.understanding. = These component processes - include

retrieving and integrating word meanings, constructing a

“propositional~—base——(including—analvsis_of noun _groups __
and establishing® case relations), analyzing cohesive
relations among sentences or boropositions, resolving

'7n4 problems of ‘reference (ahabhora  and cataphoia[,

~ T~

.constructing - inferential  elaboration of. the text -
. ) \\’\\ . . e . . ‘: .‘ h . ‘
- structure, and relating the text “'stridcture: to prior .-

5 knowledge of-the,subject,matter.4T\\f\\\\;;\w\: - .

» 4 . - —

*  Integrative Processes - o ) . - —

At _the moment of visual}fixation? ﬁhe reader has

N

. available’(a) peféepﬁual, ﬁhonbldgical; ~and structural

-

information = about lexical items. includeé’ in the
EX ¢ o o . L : L s .
fixation, and (b) semantic, . conceptual, -and pragmatic -

knowledge, . resulting “from the  ‘analysis of: prior
. diséoﬁfse; ,Integ:atiﬁe procesSés.peﬁmig"the' reader to -

- combine - information - from .'these multiple sources,

, - wielding a set:. of lexical identifications 'for the
\. N v
‘ B
v t
0 N
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fixated 'items.l' Tne ,components_ of tne integrative
processes arei.directlv related to the sources. IOfH
Aavaiieble 1nformatlon. Thé?*inciude'thevextrapolation

of the d1scourse 'modei‘ in  terms of 'generating

‘semantlc syntactlc forms which can be expected to occur

~in the text to follow, and - the utiiizationv of ‘tngshwnww-”

1nformatlonv.—— ‘this pre-activation of nodes within
Y . . v - .
‘memory -— SO as. to  more readily’ make lexical-
———————identifications..  The generative process may, in a

'skilled . reader, resemble the spread of . activation
_postulated” by Collins 'gnd LOfths (1975) The

integrative utilization of perceptual and = semantic
-, . - '.' . ’ . ’ ' R /"/, -, . o / o -
~information. .requires a mechanism such as the logogen,

‘ma requi , S - ° ,

f'postulated by~Mortoﬁﬂ(l969); '

In Flgure l ‘We have attemptedl'totfshow »hoy"a
'capablllty for integratiée processlng"f lnﬁ“ieédFMto

.1mprovement in eff1c1ency of process1ng ﬁithln botb 'the

- word analys1s and d1scourse analy51s cateqorles. For.

.Jl TN

'”"example, by us1ng semantlc constra1nts, ‘the 'amount of;'

§\<*\ - Jorthographlc encod1ng and analysls requ1red for wordt

& recognltlon could be reduced, and the tendency to encode.

-

e -, /.-//

L\*?brasal,pnlts could be 1ncreased 3wI .addlt;on,
s .~ in generatlng hypotheses - regarding

o

semantlc

ynLactlc aspects of future text could 1ncrease”

: 21

[
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the reader’s confidence in the text model he‘or sne has
.created. ‘This in. turn could lead:to~an increase in the
tendency of the'reader to use a sampiing strategy and to .
a decrease . in .tne‘vamount of text .required for_:

‘o

‘establishing the adequacy‘of"text'analysis.

K

T _Fornms. ofmComponent Interactlon ,

] R

S
by
/

r',/ 2

o

With&n ~or ' b Q ". these ':processing areas,
‘components .-can interact bv-virtue of tﬁeir”effects on
‘the common 1nternal data base and the1r usaqe of shared\
process1ng resources. | Together, these -mechanisms
_prov1de for a numher of functionallvy determlned tvpes of

component 1nteract;on.= These are 11sted in Table l

Functionally Determined Component Interactions -

&
'

m:* Data—linked'components : Components’Can.interact by

v1rtue of the1r operat1ng on a ‘common- memory store. . For

example, two:"components may requlre " common - 1nput

A

'1nformat10n _ structures, . but - otherw1se : operate'

' 1ndependently Such components ‘are’ 11nked 'throhgﬁ
. ~

correlated 1nput data : Other components mav in’ the1r

. a T
operation 'construct 1nput data, strUCtures that are

1'.
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needed. by other components..-Their operation will thus

16

determine the. usage .of the latereoccurringIproqesses,,so

) that together the ‘domponents, form a 'processing'
h1erarchy. If two processes ‘run concurrently, but the '
second process 1mproves in eff1c1encv:‘and qualltv dof,p_V

output as the f1rst process runs further to completlon[

—_— the processes are called cascaded processes (cf.s
—— .- the ¢ ASC .

McClelland, 1978) . 'If the operation —of_the second

) _-¥‘\’_\'~:—--m..A»..‘,, e ’ ' . . i \"—
process depends upon' data structures*fcreated bv “the
A :

L. L,
first process running to completion (or to some f1xed

l

p01nt), the processes are dependentvprocesses. F1na11y,

@

_concurrent processes may both’ operate on a common data

'store, and if attendant changes in the data store’ caused
. e l ."

by . one ' process fac;lltate (or 'otherW1se alter) the

~_openation of ‘the other_process, then the comDonents areﬁ

mutually facilitatory.

_Process—Linkedf'co@ponents..{' Componeénts . can ‘also
- . .-interact by birtue of their -hutuai dependence_;on thev

operation of other component pr0ceSSes- such components

are termed‘p‘ocess ~linked comDonents. For example; two - -

components‘ mlght 'requlre a common - or shared subprocess

- for their executlon.'f Alternat1Vely, two ’components

b

'mighti be 1nvoked by a 51ngle ‘S

ared control orocess.'
. N \ |
(This latter _case i ‘formally a ;§pec;al caser of .

—

I
. S
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-processes linked through?correlated input data; here, of

3

course, -the. emphasis is on the third component, whiel:

"t

creates the required data structures.)

>

Resource-linked components. A 'third form of
functional interaction'among componernts occurs when two

v

or more components must compete for .commmn or shared

processing resources. Such components "are called

resource—linkedﬁycomponents. -~ Shared resources might

s

.include use: of a limited- capa01ty processor,-shared ;/'

—
o

\
. memorv access/retr1eva1 channels, or 11m1ted cavacity

working memory (cf. Perfetti & Lesgold, 1977; .1979).

) ) - . . i

.. When two processes are- in competition‘ for resources,

L. . \

increases ‘in the automath1tv of one proceso.w111 Free

LN B
o - &

resources for the :second’ process. S

“

Each of these types of functlonal“lnteractlon among
. g R

components constltutes a poss1b1e source of correlatlon

B

.among _compopents;'_ ff .a component1a1 theory of red ing -

is to;be. complete, 1t ‘must dellneate gﬁé‘ forms® of
interaction,‘among components; andi thus accountiAfor

[ERN

Q

:correlatlon among - measured components. _  Theories .of

component 1nteractlon L '“presented . as - exp11c1t

“
"

hypotheses noncernlng the manner and nature of component

-

1nteractlons W1th1n the .processrng~ system -~ -can be

Y w, E : : . %
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o

stated and evaluated by def1n1nq a set of structuralf

'equatlons that account for the links 'among components.

o

(Bentler, 1980, " has provided -a clear account of

structural'equations‘ and their nse in psychological-

theory.) Fst1matlon of parameters of these equatlons,
as=well as a test of» qoodness of. fit, fare poss1ble

throuqh an appiication of Joreskoq s ACOVS program

(Joreskoq, 1970), or by us1ng HISRFL (Joreskog & Sorbom, o

1977y, - T
¢ S ‘
. ) b Vo . - .
Nonfunctional Sources of Covariation among Components

& . ‘o

'm_ . .Beyond . the gfunctionai s0urces  of component

o
i

o - o N . 4 (e

nonfunctional r'sources" QEV 1ntercorrelatlonc@ Aamonga.jf'
-~¢\m\\f”_components} | 'lThese _fnclude- 'COrrelations “duejfté ;!
_ etio;ooicalffactors.—— -the. c1rcumstances 'Qhaef ﬁwhich‘f
. processing‘ ‘components_ﬁ'are' acqu1red r; ;and :otherf'
: blologlcal factors For example, component .reaoing;*

' SklllS‘ mlght be sequenced in 1nstructlon. leferential'

"5\\;“access-of «puplls to effective learnlng ‘environments;

T ' : Y
. \\ R . . . . ’ . . n . . .
W - would . constitute , a second etiological. source' of.
‘ - iintercorrelation  among- components. C- A_,"third

]

nonfunctional source' - of" process 1nteractlon,ﬂﬂand S

probably the most controverolal, is :the' notlon of a

bfinteractions I have - been . descr1b1ng, there are. other L

LN

FOEN
v
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. hypothesis

r“-l".
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- general, hiologicallvm/}dgfﬁrminedj\\bropens1tv _ for
. . . 4 .

acquiring_'Certainl classes of component processes

Evidence for these etiological‘sources of reading skill.

)

will be found in the oreé%nce of per51stent background

°

correlations amohq components that remain after spec1flc,.j

theoret1cally hypothes1zed and functxonally determlned

1nteractlons have been taken 1nto account

B o . &
- . . . . BN
-

. The statis;dcal" proceduresﬂ.’for*. analysisv of

7o * f

“-covarlance structures allow us to verlfy the’ presence or

T

5Arabsence;:ofw such background corre at1 s,.by permlttlng

w \

/‘.~r

us. - to fit

;

ﬁcovariation.v As ‘with any statlstlcaﬂ test, the' results

v

Wlll permlt aus',toﬁ'accept or reject the hvpothesls of B

bacquound 1ntercorrelatlon among _components,':Or_ thev:.““'

£ o "

Wlll 1ndlcate'han 1nconclus1Ve' outcome,_ .one in. whlch~

i . PO Q. ° T

S e

~e1ther concluslon 1s,defens1ble. L

o, STRUCTURAL 'MODELS . AND THE ANALYSIS
: ' OF COVAR{ANCE STRUCTURES -~ -

r

.

> R - . . IR
) :

. '.o -

functlonal sources of 1nteractlon among pcocesses, or to

! e

ere is to.- show how hypotheses:'concernlng component”
‘ ' ’ ' : ‘ L A

. . ) Y
L 3 . . E

_alternatrve,“structural Jmodels " that . by

"or;' dlsallow"lsuch background

OOmponents can.be’ correlated due’-to anv' of ' these
/ S
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ra

: . . | e , .
interactions can be represented as a set of structural
. i - . e o z . .

‘equations. These equations can be used to generate, in

turn, a hypothesized covariance structure falling within

the, fémily of h§dgls,dea1t with in J6;eskogfs Analysis

T Eof Covariance Struc;hfes (ACOVS) ‘(Jéreékog, -1970) , or

*

VVL;SRQL (Joreskog & SBrbom, 19775.

a ' © - Since . 1965, @ I have been intrigued : with the
. possibility of using confirmatory makimum-likelihood

‘ . . . . . . . . . . ”“'h .
s -. factor analysis as a tool for testing theories of human
interested in. .

¢ >

cognition. 1In-particular, I _have been
A developing .- measurement svstems  whose  theoretical
underpinnings thoroughly constrain the parameters of the

. second-order factor model:

N

.: ,.*-/-.: / . ('l),:' Z ____a BA-‘DA'B.' ’+ 92 | R L}' R

-

'_@ﬁ;prééém@%d;,for example, by_Jéfeskog (1970).'11n this
i .~ - N . .

. ) - Y - . .
equatiom, 5 denotes . the variance-covariance matrix
- ) . Lo . f- , @ - . . ) [ 3 Y

(usualiy the co:rélation  matrix) “for a set of
- componentially spécific measures. B contains parameters’
. | ] o . e e ‘ :g, .
of the - measurement’ model. Each row of g repreSeniifa
. o single measure, while the columns correspond . - to

components or, in ‘the older ‘language, factors. A
. ‘ . N 3

. norzero entry in the- ith row andA’%th..column' ' of

!

- B-indicates that ‘the measure 1i is, by .hypothesis;, -

_determined at least in ‘part by the- level, of - skill -in

» . : ~ N ] s .
R . - L.
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‘ 2 . .
component j. ‘Matrix © is a diagonal matrix, contaihing
Ll . X . . . .
unique (or error) fvariance associated with each of the

<
L ¢ * r g

measures. If we define’

o
L (2) | e% = Aen,
- equation (1) *can be re-written as
(3) _I'= Bo*B' + 02, L

1

S where .o* qontains the finterqorreiatidns‘-among thé
measured éomponeﬁﬁs. -This equation is' tﬁa£ :of a
firéﬁ—qrdér factorh\model. aﬁd is uséd Ain..testihéb a -
.hypothégizéd measufément 'model.*"Equation (2f relates.

,ihteréorrelapions . a%qhﬁ-.fggésUred 'componénts -ﬁq
parameters - dﬁ tﬁe i@teractiyé model;_ The specificatioﬁ

" of a structural'model for component interactions leads.

. to a series of constraints on the matrixﬂﬁ\X\:How this

N - - . i : - 2
'is done will be described below.) The matrix ¢

background intercorgeiations among components, aLESS

AY

rémbvihg correlations due to theoretically_présc,z
. . .. : , <

component " interactions. In .summary, each .

matrices - in equation (1) corcesponds to & different
aspect of " our probleh:,' -the relation of observed
.- variables to. components in a measurement model (g), the

¢

- forms of compoﬁent'interaction as represented by a set. |
of sﬁrucfpral equations (A), ~and. the presence of

.baCkgpound.. By
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o

constraining parameters within each of these matrice$ in

1

the general model, one can test these different aspects

of the componential theory.

: Evaluatiné the Measurement Model

Fixing parameters of“B, while allowing the factors_

- measurements . of components’ - to ' freely

’intercorrelate (i.e., by regarding all Alements of o* to

S,

be free parameters) permits us .- to. test a measurement

model. Comparative model fittinq'is accompfished'bV:

_’varylng the hyporheslzed qtructure of 8 No assnmptions

'stggeyf“

about component interactions: are necessarv at“ this

Testing“Structural'Models'

@

‘Measured performance on a component 'i (n‘) is
| 3
resolved w1th1n the structural equatlon svstem 1nto (a) -

£

that th1ch is contributed by measured performance on.

other components (n , k # J), and” (b) that which is
k .

contr1buted by unlgue Sklll on the 1th component 1tself _

(¢ ) .These relationships are expressed in  a -11nearv

structural equation relating performance on component .j

‘to each of these contributory sources:

4) n.= % S.m. 4+ 6.:L. i
4y kA3 3L SRS b I -
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!

where § = 0 if component k does not . directlv influence
- Jk . ‘

‘performance on component Jj and § @ # 0 whére spec1fic
. ‘ . | 3k

interactions among components are postulated ' After

specifyiné the_'pattern of component interactions -- hv
. - [ v o ' .
specifying j equations of form (4), the resulting set of

equatiors is rewritten so as. to express each of the | L's
(the' unique components) as a linear function of the n"s
(the measured components) . These equations can then be.
combined in a.single matrix equation: |
() Dr-An, : o
\where. Q \lS a diagonal matr1x whose jth element is §
A is, a ;square matr1x haVing d1agonal elements 1 and off
diagonal elements‘ —E'k’ and rand m are random vectors
'representing . unique?_‘_and measured .components,

“respectively Since in the factor model of equation (l)

: _easured components must be; expressed as " linear

ombinations of unique components, equation (5) must be

3

olved to give:

L6 n=2"T"br= AL
A - - o o :
hus, .the - parameters of the structural equation system

1

re related to those of the factor model by the relation
-1 . :
= A D. The covariances-among the measured components -

are -then given by

© N

(73 E(ALZ'A') = AE(TC')A' = AQN,,

D
(o)
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. where ® contains the. covariances among - unique

components.,

The structural model for component 1nteractlons is'
1dent1f1able 1f elements"of 5 and D (the 67 s) ‘are a
-computable functJon of the values in A, and if there are
a suff1c1ent number of flxed parametersvln A to allow a
unique hsolutlon. Ident1f1able models may be tested bv
approordately constralnlng the elements of A and using
ACOVS (Jéreskog, 1970) to Eit equatlon Ql):  The
. . estimates of free,fp§¥§§%ters in A are then . used to

. caloulate the required-valnes for the 5’5.-'

et

o

Testing Background Correlations among Componerits

Hypotheses 'concerniné--the pfesence of background
‘correlations .-among oomponents can be evaluated by

compéring a, model where the unique components " are
(S . . ' o . . . 1' )
‘uncorrelated (¢ = I) with a model in which »correlations

'hareﬁ.allowed (¢ _# .I).. In performlng these tests, the

structure of B and of A 1s, of course, determlned by the

measurement and structural models,.' ‘If the model,

provides anznacceptable "fit with ¢ = I, it may not bhe
( : v . . . . . .

-necessary to test the alternative'model.




s v iILD ’Ul-‘ NnTaulily

25 -

In the remainder of this paper, each of{the steps I

Uhaue described will be applled to data obtalned from”-

studying. the'-componehts of readlng. First, 'the_

’measurement tasks developed for each of the three

general skill areas w1ll be descrlbed For each skill

domaln,‘ the procedures _for. testing - and fittind a

- !
V.l

measurement model will be presented The alldltV,'Of

the resultlng measurement models will be establlshed

througﬁ/comparatiVemmodei fitting.-'Byztestlng a vserles
i . . 1&: s : .

S Lo : & = e e g g
of alternatiVe measuréhent models which- differ from the

hypothe51zed model 1n part1cular features, the ‘critical

'characterlstlcs of 'a'ﬁ"correct" model are establlshed

F1nally, 1n a subsequent*sectlon 1. w1ll descr1be-__ndn_

t

apply _'the _procedures for» developlng and-gtestlng.

structural . theor1es ) of i:component ' 1nteractlon,

Structural models_ will be presented first for the word

analysis dOmain} and secondﬁ "~ for . the 1nteqrat1ve and“"

o
e

) Nyl .
discourse analysls "domains. . The- status of "general

»\.,
N :

reading ablllty as a construct w1ll be evaluated in the
llght of these structura] models.

K

-
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'COMPONENTIAL ANALYSIS OF'READING SKILLS

a.

C S ' : I Subjects

* Subjects in thisf study 'were. 48 hiéhesohool-ageh
Nreaders chosén to represent a wrde range of ability._
They were.'recrulted from- two- sohoois, antinner—citv
school and Aa suburban school.. Subjects were selected to'
represent a w1de range of read1ng abllltv, as measured

by percent;le, ranks on the Nelson -Denny Readlng Test.'

Each pdtential sub]ect was \adm1n1stered the ent1re

tNelson-DennyzmTestE . a vocabulary?teSt, awtimed_reading'
‘passade, ‘and a series of - pomprehensionaﬂitems, Their -
total' score was_“‘the sum of the .docabulary and-

By \

comprehens1on scores. The f1nal dlstrlbutlon of' totaI

,scores for four subgroups of 12 subjects was as follows-

Group l'(llth ,47th>peroenti1e)f

o

.Group 2 (48th. — 77th percentilerr

Group 3 (85th - 97th percentilej, and’

Group 4 (98th 99tnrpercentileTor_qreater);b

2
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Charactefistics'ég the-Readingngmponents Battery.

In :théﬂgourse pf”eight-éxberiments, conductéd over
the'iaét"three years,’(seé Frederikéen,. 1977;j.1979;
1986), a sefies ofmcgmputer4ad%inisteredlkasks'Has been .
developed, gach>of which appears to meet the cdnditions
we han ,sét fo;J cdﬁﬁohent-spegifit measurément:'n(a)_
Each tagk d{gariy invdlyes pfbcéééing asséciatéd wifh' a‘

VSpécified,  cémpqngnt; (b) its vdesign-.permits—vthe
manipulation of task'ehanacteriséics7in;waYé* that will
alter 'diff}QQity_w;th'respecf to’the.inQOlvemént’o% the

ééfticﬁlqr %ompénenté | and | (éi}  itf >hés"u:ecéiyéd
q;pe;iﬁental validation in that tﬁééh'éerfqrmap§e has
been’ shown Eo'véry in;thquredicteé'manner~with ”cﬁénéés .
in gask>charaCtéristic§. ﬁThe'Reédihg Cpﬁbéneﬁts\Batterv
is made up of a 3subéét‘ ofi thé'.faskS'and measdres
; déQelobed'in §he »previqus .seE' Sf »experimenﬁs, '¥ éhe.
. Eask§; and measures, aré grouped unéer.kh;éé geﬁgrélr

. , o . . :
skill areas:, Word Analysis, Discourse Analysis, and.

]
)

g oo 3
Context UtlLﬁzatioQ.

\

The Measurement Model for Word Analvsis_Tasks

’

_ﬁin 'étudyihg"wofd

Tﬁe}'\experimental
: : > T

analysis-compénents aréviisted in Table 2, “along with

the measures’ derived from °each task. TheéSe measures - .

34



“
N
Components of Reading
AN
. v‘ N . . . 5 - ‘\\\ PR
. ' T 28
; .. . .t\\ ‘ . )

’ 4
_ were chosen for thelr compOnentval spec1f1c1tv, and\the

o.-_‘ \
componﬁnts thev represent re also’ 1nd1cated in the\\
t abl e/ . _-‘ _\_ﬂ_'._:.h:_'ﬁ 2

- §
-/, A >.‘; __________________________ ~ .
/o Insert Table 2 about here
/,’ —————————————————————— ’—- ——
{ . Anagram -1dent1F1catlon tasﬁ, Subjects were

presented with a brlefly exposed foureletter_mstimulusﬁmﬂ .

“\\\>arrav, followed by a masklng field. Stimuli were high

frequency words ™ (SALT), pseudowords (ETMA), ; or
; ,

unpronounceable_-nOnword an.érams (RTNU) N = 16 1temsm_w_l
of "each type were presented/ at each of 5 durations,f
renglng .féom 5 to 45 msec.'_.For_each exposure, tned
number}of c%rrectl? reported ietters was-’measured (the

i . L : . .
order . of ' report was disregarded). « A logit

r
L c -
Iog[N /(N—N‘)]i when Dlotted agalnst exposure duratlon,
c ¢ v
ylelded a Jlnear functlon. F1tt1ng stralght llnes- to-

'transformatipn of the 'number°£of letters" correct N

SN

th1s..plotr prov1ded _two descr1pt1Ve parameters: : a’
" location peremeterdend a.slope perameter.. The ‘measure
teﬁployed" _in' thew presentd anaiysis was _thef s;opeOI
'parameter:‘ the rate- of fncrease,in letter 'infbtﬁation,f'

encoded ~during anfﬁanagran displey, neasured.indlégits

per second. Rates of encod1ng anagrams were found . to

e
-

¢
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differ for the four. grOups of readers._ They were 364,
378, 406, and 443 lOgltS/SeC, respectlvely, for the four"‘

¢ reader groaps, ordered frOm 1east skilled to most

skilled. . Sinceﬁ the' anagLams__weLe_randomﬂstrtngs_oﬁ____~_

\

letters, th1s measure was 1nteroreted as'-an"lndex' of

\ ) a

letter”encod;ng efficiency.

| Letterhmatéhing task. This task was similar to the T

w~ff~—wietter;—matching——tasK~—o£~—Posner—+4Posnerw—&_Mitdhell,

1967) . Subjedts_were-presented 144 'pairs of Jletters
which.'were' similarf_in pthical fform (e,gLL~AA,Aaé5;{

s1m11ar in name but not form (e. g., Aa),; or. dissimilar -

“w B A

(ad, AD, Ad) Letters were presented for 50-msed, and

ksubjects responded by presslmg ‘a "same" button when the

letters _were’ v1suallv or nom1nally s1m11ar (AA Aa), and
l\ a ."dlfferent" ~button -otherw1se; - iThe‘ d1fference in
»v._”' same" reactlon t1mes (RTs) for nom1nally and phys1cally N
slmrlar'-letter palrs (the "NI—PI“' RT% has been
'interpreted mas\\aPQmeasdre gf time for retrieval of'a‘}. ;
letter name; sfnce\\ the v1sually similar case subjectsf
"aag'thbusht to be.r:\sondlng on the rbas;s of a rapid’
| matChdng zof; misual features (but, see Carroll, 'Note'f
p;-l63),; Th1s dlfference was calculated for each of ourf
' %

-ggrouﬁs)"agafn‘ 1n order of ab111-”'

-

‘subjects.-. The means"f, . eac of. "the four - readlnq,'

14

were 130, 114, 122, ::

and’87hmsec.
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Bigram identification.  The bigram identification

task has ‘already been described in the section on the

- Measurement of Components, above.  1In the'contextfof

attemgtingsto;encodeﬁandmrepprtvthe' }etters'vmaking 'up
four-letter ‘English. nords, suhiects_ were presented
,.idlsplays in whlch only a s1ngle pa1r of ad]acent letters
(a-blgram) was y1s1b1e, the other letters were ‘masked by

simultaneously presentlng -an overwrltlng masking-

'character. ‘_“On—‘these~occasions"subjectssrepqrtggﬁgnly

~the target bigram‘ Low—frequenqy_bigrams Qere found to-
- be more-difficult,to_encode than high—frequencv*bigrams,
' as fmeasured' by .the RT 'ih reﬁortinq them.? Likewise,

bigrams preuented in- unllkely 1ocat10ns w1th1n the array
. -\

took 1onger " to encode than b1qramu presented " in

[y e e

W

rgh likelihood pos1t10ns.- These. two- measures were
P1nterpreted as measures of a reader”s efficiency in -
..-encodingj multlletter:7un1ts. | ,La;qé RT,‘nifferenees
:indicate that the "bandw1dth" of freéuencfes/positiena}-s
'likefihOOAs “over .thch':af'reader maintarns.efficient'
'.perfornance is  narrow. ‘Small Rf* aifferenCesi indicate
. eff1c1ent' performance 'over a wide ‘ranée of'stimulus
”conditions. Flnally, a. th1rd measure 'Was'fcalculated"
‘the increase 'in‘ RT . per un1t sh1ft in b1gram pos1txon_

from left to’ rlght. Th1s measure of scannlng. time is v

Y
L)




fComponents of Reading @

1nterpreted “as potent1ally representlnq both comuonents

I and II, S1nce h1gh rates can in pr1nc1ple be achlrued_;»

B R

" when 1ndlv1dnal letters are radely encoded and/or ‘when

'multiletter.unxts are rapldly‘encoded.

bl
t

PSeudoword pronunciation thask. ~ In this. task,ﬁ

. % 1

subjects'-were' presented _304"'pseudowords.- h1ch were -

derlved from’ a like number of words by chang1ng one or

'more .vowels., The oseudowords represent 19 orthOgraphlc'

~r
a

‘forms (varying in length [4—6 Jetters], .number of

[} ) \
. syllahtes fy/’; 21, presence of‘markersr—and_zgﬂglﬁgzge
. " , ————

[VW vs. V]). There were 16 examples of each form, .2 for

"y

each of 8'in1t1al phonemes. ‘Mean onset latencies for -
" pronouncing pseudowords ‘were 'measured, along with the

'experimenter’s’ judgment of correotness4 of. response.

Three ;contrasts among orthograph1c forms were chosen on

. the basis of their presumed common effec? 'on ‘difficulty-’
of decodlng. These.were the 1ncrease= in onset 1atency
brought about by (a) 1ncreas1ng .pseudoword length from 4
-;gto 6:letters, (b) increasing the' number 4of syllables
from 1 to' 2, and: (c)/replac1ng a s1ngle vowel with a
digraph.- (In manipulating‘anv one of theses variables,
’items ?mere"counterbalanced“ with resbect‘to the other.
ixfactors ) The 1ncreases in 'deoodlnq  times i were.

typlcally greatest for the less able readers- for the -

L\‘}\'.’ « . ..l;,'rb
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. v {
"four groups of readers, length effects: were 55 37,A.9

:andlléymsec,'respectiuely, syllable 'efFects were 114,
. 71; 53, and 22 msec; and vovel complex1tv effects were

44, 65, 59' an6325 msec. ' Accordlnglyp. each of 'these;-

measures is regardea as an- index of decoding‘efficiency;

<

I @ : . S . C.
SRS . . . -

"Word recOgnition task. This task ‘is similar to the

“‘v—» ——

7 _—

z" ,jpseudoword pronunclatlon ~ task f'3except~~ for. .. the .

'substltutlon of 304 words™ for pseudoword ;AThe_ §timuli

1ncluded 152 h1gh frequency words (SFI > 50- Carroll,

/ -
b . .

Dav1es, & Richman, 197]) and- a llke number of lOW'

j-~“e‘_lﬁreguency words (SFI < 50). The l52 wcrds inLEach group
included 8  representatives._ of each of)vthe.‘lQA e

orthographic forms ‘employed in  the - . pseuds OWOrd-—e .
- ;- e - ] . . 1. ) X -
pronunciation. task,. and these 8 representatives were - /

2

’

matched on .initial phoneme with  their bseudoword1/’/
counterparts. I sought to construct a Scaleéfree index [,

. of the degree of orthographlc decodlnq in the context of(h'

|

~word recognltlon. It was shown in prlor research,~ ’

b'(Freder1KSen, Note 2--Note 3) that varlabllLty 1n onSet

. ) - e l ] .
"latencles for ,decodlngi brought about by cnanqes in

_iorthographlc ‘form'are reliable. ThlS oattern of change :

. in RT for. decodlng pseudowords can be thought of, as a:

I . : [

“ "trace -~ of the operatlon of a decodlng process. .To the

'extent that 51mllar changes in word recognltron' latency.
' 1. o . o ;

- i
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' | . 33

. . .
J)

are found as orthograohic form 1s s1m11arlv manlpulated

we have ev1dence for the operatlon of a decod1ng process

1

~in word recognltlon. Our measure of depth of decod1ng

._orthographic form. A' high correlation| indicates

in® word recognltlon “is, ;therefore, the -correlatlon

<

pseudoword latenc1es for each of . the 19. orthographic

A

forms with those for _words' which -are matched -in

Components of Reading

'\calculated for -an _ 1ndlv1dual "subject) of jean

cont1nued operatlon of the decod1ng process and thus; a .’

‘high depth of orthographlc analvs1s 1n word recognltlon. -

o

A low or zero .correlatlon 1nd1cates low . depth of

four .reader- groups; the correspondlng measure . for

the evidence~lsuggests that, for a vocabulary - of

'

decodlng -— that words are\recoqnlzed ‘on fthe. basis ,of

the1r v1sua1 form, per .se. This measure of depth .of
<

decodlng -was’ calculated separatelv . for | h1gh— and

L AP — '

i

four, groups of readers in the1r rellance on decodlng

T .

I —

processes in word recognltlon. ‘Mean\correlations for

m—

"Iow;frequency "words were .38, .37, .454 and .35. Thus,-

I

hlgHLfrequenc? ngllsh ,words, the better readers are

able to reduec

__—_’L_ -

S
Wi . . e
. o

-, - . e RN
. SR s v

thelr dependence upon decod1ng processes‘

beiowﬁ the level requlred for low—frequencv words whlle

e

'htqh frequency wor8s were .42, .41, .35}'andM:§2ffor»the,f;
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the poorer -readers are not. These correlations, for.
high- and for low-freouency qords, _constitute our

measures of processing efficiency in word recognition.

" - . . . .

Validation' of  the measuremert model. The

~

componential'interpretationsvoffered for the 10 measures
of ‘word analysis detailed in Table 2 constitute an
S explicit hypothesis concerning‘the form oeratrix B in .

‘ Equation 1, and as such constitute a measurement model;‘

\

This hypothesis has been schematically renresented in
Eigure 2. Four components are postulated.. Component I,
”Letterm Encoding; Component II, Encoding Multiletter‘
_Units; Component III, Decoding, and Component IV Word

o Recognition. ‘The variables y through V4 stand.for the
) ‘;similarly‘numbered measures 1k Tabie 2. lger_for‘mance ~on
.La mea;ure y “is -determined by the skillllevel in one or
more of the components, and by a unique or task spectfic

error factor e ., In evaluating the measurement model”
- i T
s free parameter 1s entered into Matrix B for‘ each link

between- a measure and a component shown 1n Figure 2 ’

* _ Follow1ng th1° procedure, the hypothesized _componentialV
structure "is seen to. correspond to .the following

hypothesized form for the Matrix B°'

-

P
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o . COMPONENT
MEASURE |
1 11 111 v ,
1 v 0 0 0 )
2 v 0 0 0
3 0 v '% 0
4 v v 0 0
o R v 0 0
6. 0 0 v 0 o
] &
7 0 v e 0}
8 ‘ ot 0 v 0
_ 9 - 0 0 0 v
‘ .10 0. o s _—

o

where  V . denotes a free jpara;eter"or-variahleltd.He
'estimated.v In jtestiAge-this measurement' mddei,':nof
- restr1ct10ns' are;tplased. on the"correlatibns among -the
components (the .matnixp'¢* -in .Eqpation' 2). This
hYPOthesized measurement  model = was tested, using'

Joreskog”s- QCOVS"program.~(J6reskog. van' Thillo. :K&\*

a o

“-Gruvaeus, Note . _4)¢ _ The resultlng value of chi- square

(w1th 27 degrees of freedom) 1s 38 3, and‘ p = 073

. \: \
Values of the f1tted parameters are, presented in Flgure
2. (The standard errors of these parameters averaged -

A ¥
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While‘ the-hypothesized measurement‘model is judged
-to be satisfactory, I 'wished' to investigate _’what
features of the; model are‘critical and whatlfeatures
less critical?in accounting for the correlations among?
measures. | i.thusjset out to eualuate three;alternativ?x.
f‘measurement.models,-each of which.focused on a specific‘
distinction among the components hypothes1zed under thef
model I have presented These alternatige-_models (are_.
descrubed in Table‘ 3, along w1th a test of each modei
against the full four component model of Figure 2 ---In.
o the first alternative, measures 'y through y- ) are .
regarded .as -indices. of performance. on ‘_a' Zingie'
.perceptual' encoding component° under tthis ,modei,__a‘
‘i‘s1ng1e perceptual system’ responds to.*singleﬁietter and

'to multiletter units,.and 1ndiv1dua1s who are eff1c1ent,

¢ -~

with one type of unit .are ‘also 'eff1C1ent w1th_ithe
second. t PAs 3is 4indicated in Table 3;.thisﬁmode17is j

. . o8 - ‘
rejected, w1th x4y = LO 83, p = .03. In the 'second

balternative model, the pars1nq of an orthographic arravy‘

1nto multiletter un1ts and rule based decoding of those

units are _regarded as two aspects of a single decoding:

4 v
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1process.\ And aqain,'individuals who are most capablefln
encodlng mult11etter units w1ll also be the most capable
at analyz1ng _those unlts. | ‘This alternatlve is also
rejected, wlth x2(4) = l5m§9, .E o= .pOl. | The thlrd.{
.lalternatime ‘model sought to 1nvestlgate the dlst1nctlon
between efficiency in decoding‘and in word recognltlon.
‘In this model,"efficient "decodingfoflpseudowordsrand

recognition of words involve - the = same process:

orthographit decodlng of "words in the same manner as'”fﬁ

) pseudowords or, perhaos, ‘decoding of pseudowords bv -
\ ) : -

analogy w1th similarly spelled WOrds (Glushko, l980f.

"Agaln, the alternatlve model is rejected, w1th x (3\ =

-

9.24, p_ .03, .

- — — — — o —— — > = — e — " o — o
)

Our - concluslon is that each of the four compoqents.
hypothes1zed must bev represented ﬁin. the measurement'
" model. These results do not - imply. that the components
are independent. To test this - poss1b111ty,__a‘ fourth ,h
alternati9e43model was fitl h1ch was s1mllar to the
model'ln Figure 2Wsavez forﬁ the addltlonal constralnt

that the'components are uncorrelated (i.e., that o = I).

" The test of th1s hypothes1s y1elded X (6) = '12.62, -with

.

AA o
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P é_' .05, “and "again we are led - to reject._thie
,alternative.';In order"tol focus on ~where the most
1mportant 1ntercomponent correlations ‘are. found I tested

'w.f a fifth alternative in which the'perceotual components I

*

and lI ‘are indepenﬂent and the perceptual conponents'
- are correlated with the decoding comoonent ITI abgt ‘are-
1ndependent"of the. word recognition comoonent (IVY.
Thls model is an acceptable alternattve to the’ original
_model,ﬁ_with.x (3) =_2.95,'and Rv= .83, A more,tnorouqh‘

analysis of component interactions,'usinq the.=technique

-Qof building ta. structural equation svstem (alternative

"'51x) w1ll be discussed in a later section of this Daper. .;Hr

JFor the 'moment; I conclude that (a) each_ of”ﬂtne
componentsn represents='a distinct eodrcelof_expertise
amonq readers, and (b) there are_"clearlﬁ-ideﬁonstrated,'
_correlations among components, indicating:the need for a

.theory of component interaction.

<

.The Measurement Model for Discourse Analysis Processes .
» . y B I v - _ .

o ~.k.

Measures related to the proce551nq of discourse aren

| all drawn from. an experimental study of anaphoric

'reference (Frederiksenf in bress . The purpoSe of this~

?

'fexperiment wae ‘to identify t xt characteristics that'

1nfluence a reader s difficulty resolv1ng problems_'

15




of, spec1f1cally, Eronomznal reference. In the process,

S . : \\ - Y
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-y
-

“ »

we hoped- to be, able to draw some’ 1nferences about the

P

procedures used by readers 1n search1nq for ;antecedents
and select1ng referents From brlor text when a oronoun

is encountered.' The experlmental task requlred subjects

-to read a series of test~passaqes, one sentence at a

trme. To mot1vate them- to read carefully, subjects were

‘h,

at times probed .for “the mean1ng.(referent) assoc1ated
with a ﬁronoun; This was'accompiished by presenting “an
'underscore to ‘mark=.th ~'probed item. - ‘Whenever an

'underscore appeared, the subject s task was*'to subblv

(vocally) the correct referent noun “or noun phrase from

~the preceding text. The major focus of\ the ,study was

¢

not,  however,’ on the accuracy of'performance in the

probe. task (the four reader groups did 'not dlﬁfer in'
'the1r_ accuracy in \subblv1ng referents) \but rather on_

. . \ .
. the-tlme spent in processlnq sentences contalnlnq a

pronoun or \other referentlal 1tem. More'particulariv,

we were. 1nterested in .the changes in read1ng time that

_occurred -as the d1ff1cu1ty of the, reference problem was

_1ncreased through manlpulatlon of the structure of prlor

text.

The patterns of reading times obtained under a

variety of .text ‘conditions jsupported a model having .

M ) o . A

s -

46
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TIthree distinguishable features: | (a) Whenw,readers
encounter a pronoun they retrieve from ‘memorv the

: availabie _antecedentsfj(nOuns or noun .phrases matching
~the pronoun in gender and number);' (b) thev 'evaluate

' those "antecedents w1th1n the; semant1c or propos1t10nal'
’7~’d/;:ame.of.the. sentencem conta1n1ng the pronoun,’ us1ng
| those semantic constraints that'are present-to select

»

the correct referent-'(c) some readers appear to adopt a

-

. strategy of ass1qn1ng pr10r1ty in test1ng to antecedents,
that have topical status at . the ‘trme the pronoun: is
” - encountered.': For_example,,tppical status is higher for

: \ o da ' ¢ s ;
'ncun phrases'appearing‘as' the subject »of .a sentencedw

(part1cularly the 1n1t1al sentence of a paragraph), than -

1t is for pred1cate nouns.
oy . .

The' ch01ce of measures - contrast1n sets of text

, ST 9. - //
P vcond1t10ns - for use in the present tstudy/’wasz/gased
“upon this process1ng model I sought measures that,.

-whi;e/heing.exper1mentally_;ndependent of . onef another,_
.fwouldp represent "each : of 1these_'threehfcdmponents%.
.pAutomatic'assignment” o% :a' topicali7ed antecedent " as
referent (numbered VII w1th1n the f1nal component 11st),-rl
__Semant1c evaluat10n/1ntegrat10n of antecedents Wﬁthln a _
current"drscourse reprerentatlon (numhered VIII),n. ndt
o EXhaustivé"retrleval of antecedents (numbered‘IX). rT‘he.'
jmeasures selected .are descr1bed 1n Table 4. J
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The 1nf1uence of toplcal status of an antecedent onﬁ‘“
the problem_ of reference‘ was -stud}ed bv.presentlnq,
two-sentence_ texts .in 'whichufthe' .1n1t1al sentence:
contained'stwo antecedent noun phrases (NPs) wh1ch both_ ;
agreed in. gender and number w1th a pronoun presented .as ..
the subject of a. second target sentence._ Read1ng t1mes'

for the» target sentence were longer when the correct,

R

antecedent was- 1n the pred1cate of.the 1n1t1al sentehce/;v
than. when. 1t was',the'»subjectfv/1.e,, when itf»was

topicalized.: Th1S/’d1fference (the - first ' measure in

/;/5;JTa51e ;4{ is therefore 1nterpreted as a Vmeasure of

readers” sens1t1v1ty to topicality in ass1gn1ng -text

~ e et = e s
' . AR :

‘referents. - - - T e T R

In  developing ‘our - second " measure,” we .were

. ‘interested in the effect of,a‘prior;'consistent use of - -

the d’pro'noun' on read1ng t1mes for a subsequent sentence .

conta1n1ng the same pronoun. In part1cular, we =wanted

to see_ if a pronoun, once ass1gned a referent, would
) 4

automatlcally be g1ven the same,~referent when it - was . -

,/——

+ / ),
repeated in a subsequent”sentence.-. The initial

I3 BN o \

¢ sentegges/agaln contalned two anLecedents, the f1rst
e o ‘.: _‘ s
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which was 'referred.'to‘ pronominally in the final

o A T e . " . ' : .
-sentencemq The second (1nterven1nq) sentence~ conta1ned

the same pronoun, occurrlng e1ther as subject or. w1th1n

Iy

fthe pred1cate.” The th1rd~ sentence, as -before,w/began

w1th. the pronoun, used to refer tO/tFeksane antecedent.

The results of thi s/experlment showed that pronouns . are
ngt//automatlcally ass1gned their prev1ous referent.when
they are}'re;encountered in a +text. Reading. timesr

depended - on the position Bf'.the. pronoun <in ° the

intervening sentence;.- Thev were longest” when the.

intervening: sentence began"with' an alternat1ve noun

phrase and conta1ned the pronoun in-the- predlcate, th1s

manlpulatlonn had_ the effect " of reduclnq the top1cal

status of the‘antecedent referred to pronomlnally,:.and-

1ntroduced a' new topic, —- the sub1ect of Sentence 2.

Readlng times were"‘shortest when- *the 1nterven1ng_,.“ e

e

sentence began w1th the proroun, “and thus ma1nta1ned the

top1ca1 status of the' referent : The d1fference in.

2

read1ng t1mes for these condltlons 1s thus taken asfia

E measure of Component VII. It is also thought to 1nvolve

éomponent T'VIII/‘ due to_ the need for subjects:.toi‘

eff1c1ently evaluate and reJect alternatlve antecedents

"u.when the pronoun is not\toplcallzed 1n Sentence 2.

\\ ' .
49"
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: Whén a pronoud‘(of other referential egpreSsioni is

‘gncounﬁered, .anEecedents must be;evélu;téd yithin the o
'usemaﬁtic.gontekt;of the pronouﬁ. “One methdd i haQe used
-té.measur;ithié’ptocess of semantic evaIuatiQn'hés' béeﬁ
 to cqméare 'readinq'.times 'for ‘sentences 'conﬁaining
coilqcative.réfereﬁcé_(reférence"to a p:eviousailexiQQi
category,. usiﬁg a idiffere;t leﬁicél item; Hallidav'&
Hasan, 1976, p. 284f~with sénténéés ih wﬁich’thgép}ébieﬁ'
6f';eferenée is madev§é trivi§1 as”qbbssible ibv|‘$im§1y'
repeating -the »1e¥ical .iﬁéﬁ: '.Tﬂé forme;,’éobditioh;
"fequi%eSW$1feader td'seagch'his/hér'éi?céurséléédel .fOr
iéxical catégbriéé_ ;hafo.ﬁré aésbciatedeith‘the newly

encountered lexical item, and ‘to seléct from among those

. / i ' o "‘ P .- ) - . . . ..
" categories the ones that are Sem?ntlcally acceptable - .~

‘fﬁithip,;the”fééﬁéntic*lcbnteit of Ehe_pu;;ent sentencé..
'MTRéaéihg ‘times fér »segte@céé  c;ntaining éollq¢ativé:
Hrefe;encesi& were 1dnge; . than 'ﬁhbse_-fof. sehte$§e§
':éontéining 1exica1frepetitioné, ~and .i _thds _usé‘ this
‘_coqprést.-kMgaéure F3) as@én inQex.éfmSkii¥ ih'COmponent

VIII.

.‘A Secdﬁd'tékt manipulation was employed “to study
the semantic evaluation - component: We génerated
sentencés that - were semantically. ,ambiqudus in that

a

either . of . two ‘antecedents appearing  iQ the initial-
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sentence would be Semanticailv Qacceptable.~ Reading.
‘times for such -semantically ambiguous &entences .were

suhstantially ~longer than were those for unamblguous
"Hsentences,‘ reflecting .the "’ fact that hfor ‘amblquous
‘sentences ft_.is- difficult< to dec1de wh1ch antecedent
'should be’ regarded;_as the: most mean1ngfu] : ThlS‘
- d1fference in read1ng t1mes‘(Measure 4) is thus taken to

e

be . a functlon: of‘ a readers speed _in evaluatlnq
antecedents. - However,, it 1s also thought to be related
“to.  another factor, ' the readers” exhaustivenessl.in

'retrieving all avaiiable antecedents (postulated

fCombonenthxfi The ratlonale foT th1s 1nterpretat10n is
the “foilow{nq: 'If a reader retrleyesfonly a srnqle
antecedent fromﬂthe earlieg sentence,.it will“be4‘found
} to“.lbe senantically accéptahle within the current

L8 ntence context, ‘and no .additiona3~ time w1ll be

- o \. S
”expen:ed. 1n search1ng for altérnatlve referents. It‘ls

,only hen two or. more referents are retrieved that the
. . * - . ’ * . . R \ ‘
semanti leyaluationf of antecedents ‘becémes a difficult

"problem;ig,f' ' )
- Another text comparison .was. carried out _that

focused - directly ' .on - readers” - exhaustiveness 'in

. . - ‘;\ ) - . . ] ]
- . retrieving antecedents. :T compared texts in which the

contained tWo .antecedents  with

" initial  senténce :
2 - .o . )

. K]
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T

alternative texts in which only a s1ngle antecedent was-
present..vIn_both_cases, the correct referent -for- the
'pronoun ‘in Sentence 2 was the subject (top1c) of the
'initial sentence:" Here I was comparlng a s1tuatlon in
wh1ch there was a semantlcally 1rrelevant NP agreelng in
gender and- number w1th he' tarqet pronoun aqalnst a
s1tuatlon in which there was1no addltlonal NP aqreelng
with »the pronoun. , The results showed clearlv that

‘s

read1ng t1mes for readinQ'- the ftarget sentence were
l

_greaterv when a- sec0nd potent1al referent was present 1n
: I

' Sentence 1.. Readers thus. do appear to retr1eve multlple

<fantecedents.~ The f£ifth  measure wasr therefore
' " :‘.; ¢ ) ' o . Coee . - ! . ) { . ] L
interpreted -as an index of exhaustlveness of retrieval

of . antecedents cin solving probiems foff"
} .. ' _ o ;
‘reference. e - l':f

N
oy

pronominal’

o

The f1nal text compar1son (Measure G)Jallowed us to -

oo 7'_-_______’____—- ©

test . our component1al analvs1s on a text condltlon rn_'

wh1ch one component was expected to contr1bute - to _high
o

penformance U h11e"a/ second. component was expected to _

) h1nder performance. The texts beqan w1th a sentencef
-ﬂcontalnlng ;two antecedent\NPs and ended wﬂfh a sentence
: Wreferrlng pronom1na{ly to the top1callzed Tfln Sentence*

i:-.in one"set "Of texts, the 1ncorrect antecedent -(the
‘oné 'contained or1g1nally in the pred1cate of the f1rst;

l &
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'4{2 sentence) was used as the subject of a second

a‘f’ ,intervening_sentence, while in the controi texts a

neutral . ‘sentence Vwas_'used 1nstead as the 1nterven1ng

sentence. For readers who are sens1t1ve

-to top;calmty
of-hantecedents, the effect of toplcallzlng an~incorrect
antecedent between the_referent and pronoun will* be to

. . i : ' ot
increase reading times; fat the same,time, readers who

r : ’ . N R
are efficient in evaluatlng antecedents ‘Will more

-_qulckly reject the 1nappropr1ate antecedent and- dlscover’

o

Components of Reading-'"‘

3

the 'correct 'referent. CTT thus predictlthat Measure 6,

" will be negatively related' to Component VII, .and

oos1t1vely related to Component VIII.

Validatidn of the “measurement mmodeiJ." ?he

W

< " @

“fkrepresented‘schemat;cally in Flgure.3, Th1s measurement

' hypothes1zed componentlal analvs1s of the’ '.ik measures*

T model*provfded"an acceptahJe 'fit_fto- the matr1x of*

o

derlved from the énaphorlc reference experiment is

i

'&\; 1ntercorrelat10ns among measures, w1th x 2(3) = 3 17, R~— ;s‘

e,n

\\37.' The~three components of-th1Sﬂmodel can'be regarded :

w

“ as 1ndependent, s1nce a model constralnlng the component ff

;ntercorrelatlons to ,be zero couldu not be rejected.

(X [3] = 1.82,.p = 'Gl; see Tabl@,S);' . : -i"A;

a1
T

. H . : o el ’ Tl
, . o }'*- . - -

#

“ -
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e St ot s o g o et e b b e o

fSince' this .thtee—component' modelr_provides %hat
"apnearsxtoloe'a,good\fit, I set out to.test.a'series oﬁ__:

altetnative‘7measurement? models,_ in.order-tovdetermine

%?‘wnich aré-the’critical features'of the present 'model..

r -The"resu1ts of these altefnatiye'an lyses are ptesented;~

/'in Table 5. fn the‘ first alternative " model, _thé;d

I

©. ' distinétion  was dropﬁéd hetweep ’ Component VII,

o
R wSens1t1v1tv to Toplcallty,\and Component VIII, Sehantic'
v '~_,;ntegratlon. ‘ We' were led to reject . this alternatlve
(x*[4] = 10.01, p = .04), a nd to conclude. ‘that ‘these two .
‘ngt; 'components must‘fbe» distlnqnlshed in _avlcomponentlal;
1) ?f théory ~ff t? »anapnoric ,'re%erenceﬁ: Int the second": ;
:L\;'alternatlve model, Retrieval ‘ofv Multipied Antecedents‘ .
- (Componenb IX) and Semant1c Integratlon (Comoonent VIII) -;jﬁ

'ﬂjafe funcE@onallv llnked and therefore form a s1ngle
o 7 \ .
componen}’ Thls model could ‘not . be rejected when
o ' i
compared ﬁ*th the orlglnal, three—component model (x 3]

£

‘.; = 1.?7; P ‘2? .58). -F1na11y, in the ‘third alternatlve
R @

’ modeg,'a,:single' component was’ postulated fcomblnlng
. \ [ . ' s
g;" Coméonents VII - and - IX) whlch contrasted the automatlc
E;assnjg,n\;ent of topic 'as“ referent d (VII) F with '-téa
'lexnaustlve retrleval of mthlple antecedents (IX)., pnis: ’
' : / A

Lo a o . e P
B o L . - . : - . g V. .. \I Co N .
. [ i . . . - - N [ .
. Y ‘ R PN . . - B 3
Il . i ) . N - . . . -

s Te ey R P I _"?' : o B .' R
ERIC ©~ = ' A
JAFuitext provid: c
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3

model'~also could not be rejected when compared w1th the
original three component model (here X [2] = 2,04, E =
.36). I am forced to conclude that the evidence

available in the 1ntercorrelat10ns amonq " our ,six

& .
l ¢

measures 'is 1nsuff1c1ent for estaollshlng the separate
status of component IX. For presento pnrposes I
therefore adopted the. second :alternatlve consideéed'
| above, and’ accepted ‘thé fact that there would . be some
. ambiguity ‘in the resultxng measure,ofJ(V;II) Semaﬁtic
Integration, namely, the'tenaency to mretrieve severel
.'.antecedents that are the | subject ,of.snch a semantic

‘evaluation. .

. <
—— - o (o oy 1t t e - - — - — —

o -.The Measurement Mode] for Context Utlllzatlon
(Integratlve) Tasks "

. [
K ’:-F .

\ -+ - The integrative skills which have  been postulated
allow a reader to combine information  contained in
semantic and syntactic' constraints associated with a

 discourse context - with information contained in the

- orthographic §code in  a system - which efficiently
recognizes words = and phrases. _Two components of these

context utilization processes -are (a)” activation 'of .

P - ] . - /
’ /

/85

e

Y o)
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semantically related items in memorv (the generative use
of cOntekt),~ and/fib) use of contextual information to .

“increase speed;of lexical identifications. _{The first
-component _.(nhmberedi .Component VI) © is intended to

: contrast readers who are 1ow in 'generative depth with

" those who"are capable of act1vat1ng -a wide network of

[

nodes in semantic memory, some of wh1ch may-he-wstrongly
related ‘to context and otherc only moderately SO. Hiqh
sklll in thgs component represents what" Gullford' has'

termed ) -"d1verqent production"g abilitv (Gullford

N o - f N o .
"‘j—””””1967). The second comoonent (numbered Component Vl is

/

fexemplifled at one. extreme,_by readers who emphaslze

'speed of performance over depth of search when read1nQ'

iqﬂ context, and at- the other extreme, bv readers who

emphasize depth of search over processing eff1c;encv.
\ Word recognition in sentence context. Measures

v

developed for these context utilization components are

. drawh from two experlmental tasks described. in Table 6.
‘The f rst, task is an extens1on of the Pseudoword and

" Word DFcodlng Tasks outlined in Table 2, In thi \\task

: subjects are‘.asked to pronounce target words that are
/

\

e1ther\t}ghtly or loosely constra1ned by a prlor context‘
' sentencé,' For example, cons1der the follow1ng sentence,
in which the final word has been deleted:

I
|

‘/ | | k ) ’ 538' .
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I rem1nded her gently that this was somethlnq

DRI

that she really should not ) © e

' . ‘ \ ' ' . '
[ : 2 ) ' . : . . / . \/—‘.'“"

This Sentence frame ‘allows the tarqet word to be anv of .

a number of alternatlves: buv, do, take, .see, read

‘tell, and so forth.  This sentence ‘represents a
' moderately constraining context}‘”Contrast thisﬂwith the

following sentence:

_Grandmother called 'the children to ‘the ‘sofa

‘because she.had'quite a storv to _~ e

THere._only: a 'few words remain that fit the sentencer

~teil,.reiateﬁ_gresent, and the like. This™ ‘sentence

*

. frame represents a highl?‘constraining context.'ﬂln the

" present.experiment, 304 words were. selecdted representing.

e a7 . ’ ’ N a ) . . e
/2 frequency classes. (high and 1low), 1% orthographic

forms, and 8 initial phonemes, as- before. For each’
'erd;:two,context Sentences re created representlnd
-hiqh= and moderate degrees of constralnt, as 111ustrated
above.  The constra1n1ng power®  of these context
sentences was scaled in a prlor experlm nt (Frederlksen,
.~ 'Note 3)- hlgh constra1n1nq contexts allowed an average
of 7 words (wh1ch was the estlmated doma1n sIQEii\;;hlle

moderately constra1n1ng contexts alloyed an average of

}4;words. By comparlng subJects‘ vocalization latencies

5;7it' f
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for words in hlghly and moderatelv constra1n1ng contexts

¥

wrth_ those for words and; pseudowords presented in
isolation, component—specificp measures of vperformance
reflect1ng | ontext utilization were derived. (For.a,

more deta11ed dlscuss1on of the experimental results,

see Frederiksen, 1980; Note 3.) o 8
- S o S

o e o e o o  d m m m  t m m  m

Insert Table 6 about here

% The f1rst two measures are the correlatlons of
pSeudoword voca11zat10n latencies obta1ned for each -of

v

19 orthographlc; forms w1th thOSe_ for hlgh—frequencv

. . ) I
words presented ,in moderate]y constraininq " context
(Measure 1;,] or for low- frequency words presented in -

hlghly constra1n1ng context Such_correlatlons, 1t will

be reca}led, measure the extent to :which:‘orthoqraphic'

decoding similar to ~ that: “involved in analvz1ng
'9r““j’rpseudowordswwism—operat1ng~_asﬁﬁsubjectscw_process___Andft_*JW_
pronounce Engllsh mords. in general, the- more highly
skilled - readets (Groups 3 and  4) ‘showed  lower

1nvolvement of orthographlc decodlng that’ did the poorer
-readers (Groups.l and 2) -~ Mean correlatlons for the two
former groupS'*were .18 ‘and .10 for words in moderately

- constraining context, and .16 and .09 for hithy
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constraining contexts; %%r the.two less skilled groups
. ) B ': - i / ] X
of readers, the means were“ .29 and .24 ‘for the

T

- moderately constraining{context, and .31 and .24 for ‘the

highly. constra1n1ng /context The' measures Wwe have
constructed  are ' hypothes17ed to  represent z”th
components: ;. (IV) General Eff1c1ency in wor;

1

recognition,. and (V) Increase. in speed of  word,

' recogthton with prov1s1on of a re11able context. :These

| measures do not*_1nvolve -Component,VI, the Generativel_
Capac1ty in context ut111zatlon, since in each case the
'target is a liKely 1tem for that context .The'telations
of‘ these measures to Component V,are.neqative.since a

..strong emphasis.on speed'of responding should lead to a

lower depth‘of deooding.

Measures '3V'and 4 are ' the differences in mean

-response latenc1es for words presented in- context and in_ -

1solatlon. Large values of these measures 1nd1cate a
flarge: drop in processlng t1me when a pred1ct1ve context
is prov1ded.. Small Values/lnd;cate-a~small ‘decrease in
speed of word recognition/nhen context is supplied. The
mean - drop in RT when\context is presented‘varied as a
function.of-reading ability. The\mean reductlon in dRT-'
.-forf allddwords_ and context condltlons was 88 msec. for

. readers in Group 1, 60 msec for Group 2, 49 msec for
4 S ! . . ‘
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Group -3,- and 29 msec for-Group’4 These results were"”
substant1a11y the same, even when the target words were

of 1low :frquency- and only a moderately constra1n1ng

kS

context was employed Apparent1y7_ it is 'the least .

sk111ed readers ‘who are most apt to 1ncrease the1r speed

[ a

of respond1ng when ‘a pred1ct1ve context is presented

Measures 3 and 4 are }nterpreted as representlng * the

'degree Sf emphasls placed by. subJects ¢ on speeﬂ in

applylng context when identifying a h1gh1y predlctable

- target (Component V)

\

.- Measurement-. of .‘effective visual.span.  The fina

:experiment.'condncted within jthe _Reading.'.ComponenZsﬁq
Battery;_was Va study of'rgadersf effectiye visﬁaltspan;_
_théxamodnt.of informationbthey“;could 'enc_‘:c')de_'.'within.~ a -
fixation,{fin 'th presence and absencec of a prior:,
-paragraph context Effectlve v1sua1 span is def1ned’ as
the’tdrstance, in character spaces, from ‘the 1eftmost_to*>
- the rightmost_character encoded from a phrase -presented'
tachistoscopically. Subjects were presented a passage,
'”:of text (taken from the Degrees of Readlng Power Test%
.State of New York, 1977), but w1th the f1nal 4 - 7 wordS”
- of the‘ final sentencef mrsslng. : After\,readlng the
context‘passage;;subjects‘-pressed ‘a responsei'kev .to

‘receive - the final words of the passage, which vere
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¢

-

presented “in a. brief (200 msec) exposure. Their task

was to report as many words as they saw, in any order.

L
&

l‘.‘?'

% ‘

N “"Controls were included'tto- insure that subjects were

\. ‘ 4

fixating an_indicated spot near the beginning: of the

1.

test phrase, at the time theJtest“words were presented{
(The spot changed subtly dur1ng the . 200 msec dintérnal
precedlng_ the target, and subjects had to QUCCGSSfUllV
discriminate those changes by press;ng a second response
key.) . |
Thete were two majorvvariablesliny the expérimentr
%ﬂa) presencefor absence of the prior,content passage and
(b) ‘order of ”presentation of~the‘words of the tarqet.
ii:phrase.(normal or scrambled) Thus, context effects -
'theLincrenents in- effectlve v1sual span occurring when a
Aprior context..passage is prov1ded -- could be measuredf
separatelylfor the case where ‘the target words were
oresented in “an unpredlctable ;seqhence‘and where:the
target phrase was presented_intact; | |

'There were clear vdifferences‘ among groups  of

readers in the conteXtA effects‘shownAunder these two -

test-phrase = conditions. Less ablé”“readers‘» showed ,

substantial benefits of passage context only when the,

target words were‘presgnted in. a mean1ngful Sequence.

61

t
LR
o
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" The average effects of context for readers in Groups 1,

_ \Components of_ﬁeading_

2,“and 3 were'l;20,,l.59; and 2.19 letter oos1tlons when--"'

A

fhe test phrase'was-intactl but'were;onlyA.BZ, .84, and

-« 26 1etter,positions when the test'phrase was SCrambIed:

“In contrast, réaders of Mhigh"'ability‘ showed. large

context effects regardLess of the condltlon of the test

S * .

. words. ... For. the top group .of reader Sy context effects

were 2.57 letter posltlons _when the hrase .was not

,scrambled,' and * 2.01 Jletter pos1tlons when the target

B4

. phrase was scrambled. . The *slmllarltv iin performance

under these two conditions suggests that for h1gh1y=

skilled readers, -an .- automatic spreadangractlvatlon

‘process” 1s "Jeratlng wh1ch renders semant1ca11y related

-~

e -
h

" The measures derived from the. wlsual ‘span
PR - : ’ ’ ' A

'experiment‘ are -four in number. Measures 5 and 6 (1n

AR

Table 6) are the 1ncreaSes in v1sua1 span that occurred'

' - . °

when context’ was. added for the ‘Case where the target“

l

- words Werewpresented 1n normal order. The two measures.

corréspond to Separate groups of t@gts, those"having~\

high and low scaled readability;' Measures 5 ‘and 6 ‘are

|

: thought to depend_ primarily on the s1xth co ponent’I

" have postulated Activation of semantically related .

b

¥ .
‘}.' .' ) . . l I_ N .. .
A N

3

concepts in memory; HdweVer}vsince'the target jo

rase is
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presented in normal word order, I hypothesiZe.that.
Component VIII, Semantrc 1ntegrat10n w1th1n a’ discourse7

model. may also play a role’ 1n determ1n1ng levels of

performahce on-these measureg.

. i L
~ o =
L

Measures 7.and 8 are also the values of context :. -

1

effects,"agafn' measured for high andﬁlow readabiljty'

Aa
g

‘tests.  Here, however, _the . target words ;héve Been".

]

scrambled. - Under“ "the present interpretation of

Component VI ‘as -an utomaticf ~activation' 'process,

- t CR

performance on, these measures w1ll also depend upon- the

:.actlvatlon of semantlcally related concepts. :‘However,,~

since in thlS case target words do not form mean1anul

Y
L

sequenCes, they are processed 1nd1v1dually,'and speed_;n//

e

recognizing 1nd1v1dual ‘items that are-/fconteXtﬁain'.'

- e

conStrained' Qillv be advantageous.. The speed factor 1sr'-

-not thought to be of 1mportance wnen the utarget fis ‘a
meanlngfulv phrase, since 1in that case groups of words

are- processed. together as representatives of concepts.

- (Additional evidence for this distinction in size of

processing units was found° When test -phraSeS' were

scrambled,f'there. was a stlong effect of _the number of

words w1th1n a test phrase on. RT ' When test phrases

were intact, RT was Jndependent of the number of words

they happened to-contﬁun.) !
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Validation = of the  measurement model. \The

componential interpretation we have offered for each’ of
the context utilization meaSures provides a basis for

. the spepification of’ : measurement model, shown in

Figured~4”” Subjects performance w1th regard to these 8"
C . ot H /o
measures :r ,.hypotheslzed~r to be; determined by four i

) nreadinq .cohponents:l Two of:these'represent_the context
'utiiization“skills,:'(V) ”Séeed set in applyihc a;.
pred1ct1ve contéxt.land5(Vi0 Fxtrapolation of discourse
context through act1vatlon of semantically related 1tems'
_in memory. The other two compOnents represent prod%sses

%~‘ in word'analy51s and d1scourse>proces81ng drawn from .our i
earlier"studies; :'fTheseTiare ' (IV) Efficiency -of‘

<

processing - in"word' recognrtlon, and (VIII) Semantic.

B 1ntegrat10n W1th1n a dlscourse representatlon. *For each

v
-

~Jf'-these components,'-two addltlonal measures ‘Were

v . o A

selected ‘from' prlor analysls, to prov1de unamblguous me
"1dent1f1cat10n of these components. For CompOnent~AIV,"
Measures 9 and 10 were~1ntroduced representlng depth of
decoding“'of_ h1gh— and of 1ow—frequency words presented~
in isolation. Measures 11 and 12 were drawn from-_our
prior analysis— of discourse processes.in the Anaphoric -

Reference _Experiment. Measure 11 ' represents the

increase " 'in. reading "time when a sentence.containing

i
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A\

. . : \

_anaphora is amblguous w1th regard to\ the selectlon of a . :

referent. Measure 12 represents the 1ncrease in reading.

. \. .
t1me for sentences conta1n1ng a collocative reference to
- -

5t

an ear11er noun phrase, compared with Sentences in which.
the reference problem'is already "solved"ufor the'reader

-- by simply repeating.ﬁhe antecedent noun phrase;
Lot . \, ‘ s )

e - ———— > " —— . - q " ——— —— — ——— — >

Insert Figure 4 about ‘here \\\'

Within Figure 4, .hypothesized relations 'between
| ‘ ] i YE ~\\\\\\\ \ _
Vo domponents and_;measureS' are . renresented by\\arrows.'

"Eff1c1ent w01d recognltlon (IV) contr1butes to 1ow depth ~——

of decodlng for words;of[hlgh or lowarequency presented

, either in context (y -and y ) or in isolation (¥ and&\

- : 9 :
LR . S -, P - . :
vTo). .Efficlency in semantic 1ntegratlon (VIII).leads o
10 . N
to smaller 1ncreases 1n'read1ng time - 1n solv1ng problems \\

- .,of anaphorlc reference (y and x ), - and /to larger v \\
11 12, <
-measures - of visual span. when the target phrase is a \

meaningful word sequence (y and 'y ). Activation of
. ‘ 5 . .

.discourse-related items within semantic memory (VI)
[ s . . co. . - EY

et

leads to increases in visual span when prior context. is

included, ”regardless* of whether _the target words are ,

RO

'phrases‘(z ,and Y ) “or scramb1ed sequences (x and A4 ).:

: 6 . 7. 8
Finally, Speed set .in applv1nq contextu(V) leads to
S S -7 L
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fent : S / :
. . N . i- . . . - .
increases in :speed of word recognition whén words are .

predictable .from context (y “and Y. to increases in

’

: , N\
~visual span | under condltlono where words are scrambled N

? o (X and X,i; and to lower depth of decoding when context RN
_ A = = s | = T ‘
is_ prov1ded (2' and vy ). The measurement model !

| 1. T2 S e

presented here was f1t uslng the ACOVS program, w1th no_4

~NG
\ .

restr1ctlons on 1ntercorrelatlon among components. The\

,resultlng value-of chi-= square w1th 42 dtgrees of freedom

- was | 4508;~_\and p . = .31s. When -the _componentw_'
\\ 1ntercorrelatlonsr were restricted *to oe"zero, ~the' o
o statlst1cal test 'y1elded X2(6). = lif77;. g = .07. R
iﬁ Therefore, -the poss1b111tv of component 1nteract ohs_ }s.
'cons1dered. _ 'To: “explore f,mhlch ,omponents' were

correlated,, 1 allowedi ComponentsﬂfIV7'and_~VIII " and
- Components Y’\and VI to correlate“with onefandther,~andkw -

fixed all other 1ntercorrelatlons at. zéro.  For this

model,m.x (4) 21, w1th p .52;‘fParametereestimates;

L'L’—II————

for this.measurement model are the ones\ﬁdisplaYed in

l

! .
| \ o cmwg,{mmmm,“i | |
' ﬁhile theh measurement modelﬁhypotheslzed here is

clearly stat1st1cally acéeptable, ‘I again tested severai/;
alternat1ve models 1n order to d1scover wh1ch//featares“A
Mof the hypothesrzed ‘model -are cruc1al and which are. not./cﬁi

Statistics resultlng from this procedure are presented r -

: . o | / { o

\“.f Ca RS SR R

Figure 4.
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in Table 7. 1In the f1rst alternatlve model Pomponents

N a

© VI and VIII xarej comblned 1nto a, s1nqle‘,"Seman;1c
7 Analysis" factor:}' This" resu]ted in X (5) = 9.25, E e

-

_,lO. ) GiVen ‘the_ face, valldlty of .the ~measurement‘”
‘ " . -~ . - . ¢ +
o operatlons omployed to nark each of these components, we s

,reJect this pos91ble xalterrlgitlve. . lIn ;the_ second
alternative-model, Components V *and VI yere combined'.jn
a single- Context Utilization faotorr- Were, x%(5) =.

>24-99"B = .0001. " The ev1dence 'thas - strongly suggests_"
‘that 'activation of :ontextuqllv related items .in memorv

oy
. . PRI v,
1

‘is: d1st1nct from the use of suvh constra1nts'1n reduc1ng
¢ o' f .'t.. _‘
" t1me for analysls of" perceptual/orthoMraphxc 1nformatron

[

P contalned in words.' The _'s1gn1flcant ; negatlve

correlation:_betWeen these ﬁcomponentSi(é 43).indicates '

.that =readers . who 'show_"fthe greatest 'depth-_'df'x. .
. " | JE * . 23

tontext determlned activation w1th1n semantle memory

" show. the smallest reductlons 1n 'word recognltlon time

%o

when a constralnlnq eontext is prOVlded Avallabllity f

’ -~

“¢f‘3(large'npmber of actlyated unlts in ’memorynvwould-”‘ s
seem to)l reduce fthe__.ooportnnity'__for _ﬁrimarify ﬂ;

\; : :context-based word4/recogn1tlon, since- peroept“élf ahdf’iﬁu
\{f> ' orthograpnlc’Ainformatlon muﬁf be analvzed 1n order to"\l

i select among the nuMerous alternatlves. Converselv,f if

"then mechanlsm foru extrapolatlng context 13 a s@rial

v ! - . -
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. o , //#%:' .'ComoonentsfofiReading =

B}

.

predictive ~.sys€em . that generates only a few,

. t

N - for 1ncreas1ng speed “in '-word recognltton (and’
y\ c*rcumventlng t1me consumlng decodlng ODeratlons) will
. I\ N . - -
| : - : 1 —
_ be greater. :
I
Tl

__.______—__._.'—_____——.-__.__ .

A[' R S . Y.,;§Ummary '-_ ‘ o T

/

.

t -~ : .
'/ " - . For 'purpOSes 'of studylng component 1nteractlons,'

twenty varfables were selected from. those desJklbed 'ln
l

Tables 2, 4, and 6. These var1ables are 11sted in Table

8.; A .single. measurement, model = the comblned7fV

[}

N;UAJLF mea surement models develdped for thef‘wordgianalxsis'

dlscourSe'janalys%f; -and context utilization domains --

. .
A !

= . was constructed.hﬁit is represented sy the vhypothesized

o

i ¢

B wh1ch is also given in Tab e 8 This model was ffit"

1
.

using ACQVSq-.w1th no - res.rlctlons/ on 'component (or

Y
factor) intercorrelations. - This yielded x2(133) =

o ‘ ~ /
.185.35, B‘ = 002, = The/average of standard errors of

/

A Voo
hlgh probablllty candldate items, then the opportunity

Pattern of zeroFs-and‘nonzero/pﬁrameters~in the Matrix

Py

factor loadlngs was- ;16 NOLe that while the model _can"

\ 2

- I
, beﬁ rejected on purely\statlstlcal grounds, 1t contalns

only 29 nonzero factor loadlngs in the Matrix B (out of

~

[

68
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a p0551ble' 166); and in all uses only 57 parameters to
'account for 190 1ntercorrelat10ns among variables. Thls
model is therefore adopted as the standard measurement
model to be pseé “ia ‘the study of interactions among

- reading components.

Maximum'1ike;ihoeg~estimates of -intercorrelat oﬁ§~
‘among the eight combonents"are presented in Table 9.
These qorrelatiens are attributable to two sources of
covariatiea aﬁong components: fanctional interactions
among vcomponents, vangﬁ nonfunctional, etislogical-
. factors. . In the - remainder off this paper, I shall 
examlne,'first, the functienal 'soarces of"correlatioh
aﬁong components, . as eXpreesed‘ih structural eguatioQ
lsyaﬁemsil After fitting-such'interactive-models, it Qill
then be”éetermined Gheﬁher residual correlatiqne remain
- among -cemponents that. require the postulatien of other

‘-

- nonfunctional factors such as "general reading ability."

1

- et o 4.3 " "~ = T i i} o T o S v s

.{;9/‘
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o . , , ,' o | S o / )
/.‘ ’ ANALYSIS OF COMPONENT INTERACTIONS

7

-EAdopting the valldated measurement models for each

_processlng doma1n,’ I tested ~ hypotheses concern1ng

1nteractlons among components. This was accomplished bv.

/

. .

building: a set. of structural equationsud7scribinq-the-

hypothesiZed' 1nteract ons - among reading./ components,

demonstratlng 1dent1f1 blllty of parameters, and testing
/

”the‘ structural modeﬂ by use of the ACOVS procedure

(Joreskog; 1970). A ch1 square test then allowed us to
compare"our structural models agalnst the "null" case.

where only the measurement model was spec1f1ed and all

|
componerits were free to 1ntercorrelate with one another.

/

Word' Analysis Components

/

the

|}
|
|

Word Analysls ‘domain, where, | on ~the basis of
Ol

/

been _1dent161ed: Tomponents I,/ 11, :II1I, and IV

«/ «

represént respectiv%l?, the processes of Letter

.Recogwltlcn, Perce1v1ng\Multlletter/Un1ts, Decodlnq, and

J —

' EfflCant Word Recognltlon (low deoth of processlnq Vin

Ry

‘The first application of this_érocedure-concerned/e

10 variables, four components have

wordvrecognition). In the 1nteract1ve model, Components#

/ ,
I anﬂ "II Dboth are h) otheleed to contributé' to
efficlént, automatic decodlng, /s1nce the decoding

T a

I : /

|

!
'

R o

|
L Lo \
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\\ process réquireé“ as - input orthographic ‘information.

-

”Furthérmore, availability of encoded multilétteﬁ ‘units

-

faciiitaﬁes mofe efficient decoding, since‘thé ndmber of
units to be processed will then be reduced. H:lov\rever,ﬁm‘_~~
_Components I‘and I are’themselves hypéthésized =td be
".independent, = since the;finpUt :déta 'structureé they

_ _requirev(viéual‘features) are readily évailable'fdr all

nréaders;" The efféct of'thesé perceptuai coﬁponeﬁts'on
word tTecognition (iV)iis thoﬁght to be indirect, éﬁroﬁgh )
their effeétvén fdecodihg.  Efficient decoding C(TII)
contfib@tes  to efficient WOrd"recoénifion kIV) by
accéleraging the availability.of phoﬁologicaily encoded

units. Word recognition alsohhgs-aSSociated with it a'
=iy :

~—

unique componéﬁt representing - the abilitv to encode
words direétly on che . basis of thei""visual form.
' .Finally,'_unique"components _bf "decoding] ‘and °© word -/

recognition are- assumed to be independent. -

The structural model that incorporates these
hypotheses céncerhing ‘components” interactions  is .
‘presented in Figure 5. And in Table 10 I have shown the -

derivation of the factor matrix A relating measured
components to unique components and .the methods. for
estimating parameters. Since there are-fewer parameters .

in D and A than unconstrained elements ‘in A, the

IR 71: -

»
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"structgral model 1is overdetermlned An estimate of
nonf1§ed values in A was obtained u51ng ACOVS. .The
'equétions in (5) were- then used -to estimate the

S parémetersg These were in turn used to recalculate

values for-A , X , and \ | using (4) in Table 10. The
) 41 42 43 \ Co :

ACOVS model 'was then re-fit with fixed values in A, to

provide a.xé value for the fully constrained model.

This test yielded x 2 = 1.88, p =7.17.

o - - ——— __—__———_-.-__.______.__—._____—_____.'.

;in .this' sﬁroctural model, the ltwo5 perceptual
.compcﬁents make‘indepeﬁdentﬁ contribotions.lto decoding
efficiency; add'thus indirectly effect_word recoénitionL .
Efficient- oord recoénition ~is not directly related to
the perceptual skllls, but is strongly related (w1th r = ‘
.66) to efficient decodrng. However, component spec1f1c
'iodividual differences are thev most 1mportant
determiherS‘of decodingvand word recognitioh-effioiency.
| Note, finally. that bevond these hypothesized functionél
interactions among components, there is no eviéence of

residual correlations among components.

!
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Interactions with Higher-Level Components-

In .thfs_~seotion,.our problem is that“offmodeliinq
the relations: of tne. low-level reading oomponents to
»téombonents”"of‘"discourse: processing,'.and to those’
1nvolved in utill?lng contextual information :to .guideJ
lexical retr1eva1 . The procedufe _fot; fitting and
vesting a structural model “of.bcomponent .interactionn
with mod1f1catlon, _oan be -used to binvestigate the

relat;ons of hlgh—levei -components . to low-level HWOrd_

analysis components.

Method of Analysis

' Theories of the interaction between high—level -

components (of context ) utilization:. and d1scourse

aralys1s) and 1ow—1eve1 word analys1s components ‘can be

stated .-as systems“of struoturalv eqoatlons.‘” These }
" equations - relate measured oerformanoe"on patticola%,uf
nigngéeme}.Q9?9§nents-to_‘measured,-performance» on '(a)'
jother..-hi;helevel ' components ‘and - (b) on tne-dfont{'

word- analysis\components. Since the goal is to estimate:

the path coe{51c1ents (8 u's)'_‘relating measured -

. i3
-components, it 1s not necessary to simultaneously model

N 'v‘

" the structural relatlons among the 1ow—1eve1 components.’

A falrly general structural model whfch 111ustrates the

e
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@

" properties of structural models we will actually be

adopting is given in Table 11. In this'.hypothetical
model; word analysis components (numbered 1-4) are

assumed to be eorrelated- (This is due,,it'hasv already

been seen, to component 1nteract10ns that are 1nd1cated-
' 'I

in the. flgure by dashed lines., The present model,-'

-however, does not spec1fy these relations;) In the

model, perforhahqe on high-level Components 5 and ‘ 6: is’

determined bv 1levels of skill on Components 3.ahd.4.

;Perfprmance on high-level Component 5 is determined, as.

. well, by performanée'on,another'high—level component, 6.

- : : . ' '
These . two types “of assumed-relations among components

are the types of relatlons we-. w&ll be cons1der1ng' later
A

in bulldlng our 1nteract1ve models ' T ;

e e s e ey e e e e e et et e

. . _--Insert Table 11 about here .

- The structural equation _system correspénding;tc‘
th1s model is presented in Table 11, yalong w1th

?

derivation oE the factor matrlx A expressed in terms of

the,-wodel parameters -- the path coefficientes -(§ “s).

Segeral ‘observations concerning the matrix. A are |
28] .. .- - -

helpful - First, consider the factor loadings for

'Component 6, corresponding to the - final rew. of A
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Performance on this component is determined~in the model

,by performance on low- level measured compontnts, and bv

a unique component. For this " type of var1able,..the
'values‘_in A give :the path coefficients directly. “The

_values of A and A (correspondlng to & and & ) are
' 63 64 . 63. ° 64

simply regression coef£1c1ents ~ obtained . in ithe

regression of Component 6 on’Components 3 and-4' and 1

* e . 66

= 4§ is an est1mate of’ the error (or unlque) component
66

of variance (1f we assume in the model that the unlque'““

component is uncorrelated,wlth other components). - The

reIations.of the'factor~:1oadings for Component 5 to
underlylng modei barameters is more compiex, since'this_'
is a case where ‘the hlgh 1eve1 var1ab1e is~cre1ated ftof

. 1ow—leve1 | components (3 and 4) both d1rectly and

1nd1rect1y - throuqh the relatlonshlp of Comp0nent 5 to

. .a Second hlgh level component, 6. Here, ‘the’ parameter"

\-

Q

represents the path from unlque Component 6 to Component

5:ivia meésured Component 6. In deVeloplng and test1ng

'(')

t'\\ hg.;: 't f 7;‘ »I'f'_ﬁi\C

' .

of  are «related to the parameters of the structuralf'
model by express1ons:such as A =6 + 8§ & wnlch
. -~ . .53~ 53 - 63 56 S
\contalns two add1t1ve~ terms- & , representing the
\ _ 53 - .
d1rect path from Component 3 to Component 5,'and § &

-\ 63 56
representlng:the 1nd1rect path from Component 3 to';
Companent 5 via -Component 6. 1'-ikewise; A =688

' ' 56 - 56 66
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' models_-for the interaction'of high-level components and
word analysaa components, I shall. encounter each of
these sltuatlonsh exemplified by Varlables 6 and 5 in
" the above eXampie.“ SeVeral of the high-level components
will- s1mply be regressed on the set of word analySis

comrxnents as was Varlable 6. And 0ne of the high- leVel

»

'components w1ll be dependent upon a Second hlgh lavel

co-nonent as well as on the word analysls components ‘as

‘was the case for.Varlable 5.°

Structural Models Q£’Component Interaction

-

»

" 'The initial model  of " component interactions
‘incorporated thé following hypotheses:

-

1. Word anaiysis 'comoonents of Decoding
efficiency (fI;),and Word.recognition_effioiency
'(IV) are .nvpothevi7edilto':directiv"influencel
HCOntext utlllzatlon componnqts (V and VI), since. -
early Tretrieval of 1ex1cal categorles increases
“time ava11able . for - .act1vatlon _ of;~

semant1cally/syntact1cally constrained items in .

memory

u

Y

' 2. The Generative component of context

;dtilization (VI) -directlv‘ (and negatively)

1
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Jinfluences' the Speed component vy, s1nce speed-
is 1nversely proportlonal to the number'*of‘
E . ~

contextualnyrelated alternatives that have;been

activated.

3. Word ‘analysis , comporents of Perceiving
multiletter units (11), Decoding' efficiencv,

(III), and word recognltlon efflclency (IV) are

also hypotheslzed influence components of
dlscoqrse process1ng ‘(VII and iVIII) ; ‘The
discourse 'analysis% processes .anolved ; in

s select1ng and evaluatlnq referents Jn bulldlng a

proposltlonal representatlon for a sentente take

- place conﬂurrently w1th processes of decodlng'

:and word recognltlon,_and therefore' must- share.

process1ng .resources w1th them: Haqh levels of
_automat1c1ty in woro.snalyS1s components reduce}w'
the' resource- demands of . those processes, anit -
"-l thus 1mpro§e eff1c1ency of concurrent processesn
of d1scourse ;analys1s - -(However, the direct__
relatlon of Component VIII to II was -eliminated
“in’ the ,modeI,--s1nce the _correlation hetweenj
‘those'componenﬁf was nonsignificant: r =-=-/19

with a standard error-of '.20~)w_q"
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The structural equations fOr high—level components

V-VIII corresponding to these hyporheses are then 4#9

N5 = 853M3 * S54my * S5585 56N
N6 = 8633 * SgaNy *+ Sg6lg
N7 = O92M2 * 89303 * 87404 * 8997, and

+.

Ng = %3Ny * SgaNy * Sgglg-

3

.o~

'hypothesi7ed structure indicated at the top of Table 12.

by

" The hyoothesized structure for o is also given in Table.

.)‘r

12. Here, the unique components V-VIII are assumed to .

e e et v . ot e e . o ot S - —

- = s S = o . Sot . " o S = iy S s iy —

(Model 2), the four high level components were regressed

on  all »low—level components. The nonsignificant

‘ chi -square of 12. 86 - (With df ='- -7)‘ indicates that the

, restrictions of the origlnal model are. supported 7o

The secondjorder“factor matrix A for this model has the

To évaluate thehfit'of~thisistructural‘model;'two.

more general models were constructed ’ In  the first -

B
'

evaluate assumptions concerning the independence of .

high-levél unique factors, ., a second alternative model
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was constructed. (Model 3). - In mthﬁéﬂ model,; the

[

-high-level components = are allowed  to freely

l

_interce: relate with one another, instead of introducing

-

the. expliclt dependency relatlons between the - two-

.~ .

context. tlllzatlon comoonents V and 'VI. The'obtained

chi-square of 9.63 (with df = 5).is agaln not found to

f

be siqniﬂicant, and the assumptlon of Jndeperdence:offﬁ‘““

the un1qUe components is supported Thus, the obtained

correlatlons among hlgh level measured componen S can be
attr1buted ent1re1y to the1r common dependende on levels
of’ automat1c1ty/e‘f1c1ency of low level components, and

to.the specific dependency relation hypotheslzed for the

' R b
context utilization co’ponent%,

' §pmmarx of '1nteractlons for' discourse‘ analysis

components. The relatlonshlps of d1scourse processlng

Flgure_ 6; ._whlch conta1ns-‘-the 'estlmated ' path;'
'coeffiCients; Component VIIIrrepresents;~efficlency ;in

“integrating semantic information associated .with ‘an

antecedent- 'lexical' ~item, _ with the-“i semantic

e

. current sentence or phrase‘ Thls dkill was establlshed

\ ) =

.8

containing an ambiguous'pronominal.reference‘with'tho§e_
ing an a : eren - 5€

A

'reoresentation be1ng formulated by the reader forithe,

~for exampled by comparlhg readlng times for “aentencesi
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. for a sentence contalnlng an unambiguous reference.

Semantlc integratlon is not siqhificantly associated
73w1th" ‘Word recognltton _ (Iﬁ), Qut 'it3 is strongly

/: associated ﬁith\Deeodinq efficiencyé(III){ with r =. .87
_,ﬂf’4“and v‘.regre551on‘coeff1c1ent of 91 Thus, there is a
dlreet effect of automatlc decodlng on “thiS"diséeurse

2 B

processing | comp?nent. . This d;rect'.inflﬁence' is

RS

interpreted as anfexample of:process interaction due to

'competitien.'fot a]llmlted resource (Derfettl & Lesgold,

1977). ,Perfetti and Lesgold y(1979) have_ subsequentlyf

L e _.I v RS
‘edggestéd._that- the 'resource limitation is in working .

\ memory‘capacity,vand that 1neff1c1eht decodlng requires
v - space 1n working’ memory that would otherwise be utlltzed
Ay I

!

'\ for dlscourse -proce551ng; Whé%ever the nature -of the

! ! h
f

i . /bas an, 1mportant dlrett 1mpact on dtscourse proce551ng. .
. ,4I\ < ” ] . ’ . )
» And one is: led to en*ertaln the\hypothe51s that\tralnlng

__/\ i

for automatlc decodlng mav have an- 1mpacL on eff1c1ency :
. / I . \ '
‘/ Qf,dgscourse-ppgce551ng.I I ' L
. ST P B - ' .

— o — —— L — — — — —— —_ (8 — — — — —— — ———

- f\_r -+ The remaining discourse processing component'I’havex
“ 'identifiedﬁ“ (VIi) - Preferenge”? for., . a h‘tdpicalizéd A

) " f e

o
- t’in._-—-\ X

N
) reaource 31m1tat10n, ie 1s clear that eff1c1eﬁt decodlnq'
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°© -~

» , . . . )
+ antecedent as a referent, is reflectlve of- a dependehce
on the pert, of the. reader on the' toprral tatus

LENE . “r

"antecedents - in effecting 'retrleval from® memory Tnhs
- | .

component ‘'was measured for example; by companlng“
b o8

-

"

readinb tines.. for sentences contaln;ng “a pronouﬁbfor e

cases "where . the referent waslvtoplcailzeﬁ or not
topicalized' ih the flrst sentence vof a paragraoh!.
\ g eSS . : .0 .
Compogent VII 1s assoc1ated w1th semera] --word analySis e
e Lo '

components, ",uggestlng ~aga1n “thét aqtonat1c1ty oﬁi“

IR \,'

\ te
-

“low—level processes ,contr1butes v, to eff1c1ency

, R
processing' at . theé
} a

o . lpssened demands on the process1ng rosourpe

w"

text' leyel presumably thro

T
i
e z

‘ '3
Pad v . ) ° (e
. : - EN ;

|
;wFinallyf'jQBiié the,'investﬁgation’=of'!’discourse -
is" . ‘ ; Fl } the resulté
 a‘ . _Qe have obtalﬁed so }at suggest thit co%oo
- o ! . |9

g .
domaln may be 1ndependent o Tra¢n1ng targeted at: one'

B . \._’

.Hanalysis”componentc-ts stlll yn its 1nfancy

ents 1n thé%

,l‘ \".
jcomponent3 underm those circumstancesi% ould' not “be . -
" ol ‘ B o : o
expected éto ﬁfj’eneralize‘:\tos'other components. | This
o ) “' .
expectation' does not hold for WOIu analys[s components,

l‘. -

-

- I
.where' 1ncreased» autonatxcgty g/guld ‘,contrlbute_._to
s

l
eff1c1ency in a varlety of dlsco

- . :
-’ :“ N - . + tt E— /' ° .
; . .. .
. . . . . i\
L : ST : / ,
LS

= ! xSimplified' model _'fof'~interactibns” of contegt

e<relgted components.

[P SO JUEO 2 Y » ‘

J utilization'comggnents;' Several 51mp11f1cat10ns in the

e \ woe
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: / C .
relationships of context utilization components to

. low-level components were introduced,-ahd found to be
. S . LT

acgeptable. “hese, are the Models 4 and 5 in Table 13._

. L

The first simplificatﬁon is hased upon the feeling that

" the basio- proceqsl of context .utilizationﬁ'is the

GeneratiQe component (VI), and ‘the..Sbeed component

r.- /
represents an thlonal SB{Etegv tﬁgﬁ some subjects

";employ: that of tradlng ofr _speed 1n respondlng agalnst

~the possibility of-errors of 1de fication:- that can |
v oceur vhen the ambunt cf Ao thographlc/phonolOglcale

ev1dence developed 1s belng mlnlmlzed durlng reaulng in.

\
context.. In this model,!all correlatlons between the

1

Speed coﬁponent \2) and, low—level rcomponents are

regarded as attributable sdlely to 1ts dependency on the

,'l ;

. morn ba51c Generatlve_ comronent (VI) The structural-

/

-~

equatlon correspondlng to Lomvonent 5 thus becodei//ﬂf

n =8 T +38 n .. e o

‘The other structural equations -were, of ' course,

~

;o

unchanged.. Compaszon of this model {Model“4) to the

,.e-s'

origiual model yielded X2(2) 96L, and thus strongly -

justlfled the’flrst/slmplltlfatiOn.

S

£ ‘(\-:

N
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A | further simplification also proved possibhle. In
i ‘ . .

" the final structural model (Modei\‘S), the ~dinegg;v.n

1nf1uenE%!L; v\‘ﬁQZV_

:*“3"*oomponent (ITL) on Context -
ut111zat10n (VI) was e11m1nated J ThlS 51mp11f1catlon
- 7

was motlvated by the fee11ng that the generative use of

'context is an autOmatlc process, one that is not 1likelvy

to be/ in competltlon for processing rosources w1th an-’
inefficient decodlng process. : Thus, Ehe influence
(oopyelation)\ of Deooding efficiency “with Context
ntilization should entire%y. be atﬁributable to ‘its
efféotf on efficiency of_word ;eﬁrievall—— Component IV.
Comparioon ' of this nodél (which included the
simplifications of Model 4 as Weil) withvthe originaf

model yielded x2(3) = .94, again providing strong

support for the reasoning behind the simplification.

RS t

The. final pattern of process interactions for the -

context utlllzatlon components 1s summarlzed in_ Flgure

7. Components I - IV are, agaln, the word recognltlon :

'componénts, 1nterre1ated'as in Flgu:e 2. Component LVI,

& R . el s . ¥ .
Generat1n9 "extrapolations ., from ‘a- .. discourse

,xebresentation,'and_Yﬁ;Speed“”ééEf.in employing highly
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: ’ Ay"“ . ;! "

- predictive. context, are]the‘twozidentifiab}é’ pects of
. | : ' 1

context utilization. The generative component Vi, is

related dfgectly to Word fecognitionyefficiency (vy,
, x ' P ' ‘
‘and indirectly to the other word analysis componants,

through their effects on IV {(Word recognition). The
: ! ' 1 : :

path coefficient (—;46) is negative since fof the
generative component hidnl vaﬁues (large increeses in
visual span :with the prOvision,.of prior | context)
indicate efficient performance. (fon\ the 6tner

7

components{ low values reflect/ efficient petfo:mance.)

. . / ‘

The interaction of Component VI, Gencratﬁve use of
., : P . oo '

context, with word recognition effi&tency is iin theory

1 .f o . * .
due to the ibcreased time for ‘activation of.séwantically’

L . o N .
assoc1ated 1ex1ca1 .units when words are more rapldly

encoded. Component v, Speed set in- ut1]121ng pred1ct1ve

context, is negatively related to the generatlve

;
/

component (VI). It represents a strategy tnat:is most
applicgble when‘the generative conponent_yieldska small
(un1tary) _ set }of_ consttainedr alternative%. - The
correlatlons of_the stiategicvcomponent (V) w1th otner
components are all attrlhutable to its . re]atlon to the;
more oasic generatlve COmponent.-~ Note, f1na]1Y, tnat

';the greatest factors contr1but1ng to context utlllzatlon

wcomponents are the unlque c0npcnents whlch,kln this‘
. T / .
7

_modell are mutually 1ndependent e

R
8¢~ ~

NSt
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RELATIONSHIP OF READING éOMPONENTS
TO OTHER COGNITIVE FACTORS

Eleven  tests representing “five cognitive factors.'
were drawn from the ETS Kit of Reference Tests for

" Cognitive Factors (French, Ekstrom; &'Price, 1963). . The
f '
- tests selected, are 1listed in Table 14 for each of the

factors. The first three factors’ represent perceptual

skills. . Speed of Closure tests réquiré the subject to

L

identify fiéures or- words on the basis of their -overall
visual form,' without »benefit of specific features or

~ details. ;Fléxibiliﬁy of .Closure tests require the

reader to maintain in memory a specific figure, so"as to
. o . . . : R2 [
identify it when it occurs embedded within a larger

RE]

“figural contexct. Tests of Percegtual’Speed measure »thé
rate fat ,&hiéh'subjects\can identiﬁyféimple figures, or

" letters, awn.¢ an array of distractors.

i

two factors are measures of the

items in lexical memory when memory is

o

LY

)
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2

searched for items having particular features, of a

-

phonological (brthograbhic) or Semantic. nature.4 Word‘
Fluency tests Qheésuré_the number ofllexical items that
can be retriéved_in a fixed time that havé“’particulér ‘
phonological/orthoéraphié characteriétics:. that'beqin,'J
or -end, with a particular set of ' letters (e.g., beain.
with PRO-, SUB-, qr\;end!-with -AY, -0W). Fluency of

Association tests measure the number of lexical® items

that jcan be generated: within a designated time that bear
semantic/associative‘h;eiatiohsﬁips to a given word or
words. In the Contrblled'Assopiétions Eé§t,-'all wo;dé
- having meaningsﬁ similar o a given word (e.g., DARK)
must  be - supplied. . In ‘the Qoubly—Constgained‘
Associations test, wo;ds..must bef found .that are
simul;aﬁeously associated ~ with two presented words
(e.g.; JEWELRY - BELL; answer: ring). . The Simile
Interpreta’ion test requirFé subjects to list as miny
interpretatiops for a simile as thev can think =~f,

A

‘within a timed period.

The factor model for this set of me: sures is alsb’_x
shown in.Tablé 14, It;reprodgces the pattern of factor
"loadings typically posited for this se£ ofv-variables,
with thq' single exception  that Measuré 4 (Hidden‘
Patterns): which is a Highly ‘speeded . test, '1déds& on

. ¢
t

o .. . &g
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Speeﬁ of Closure5 and Percephuél'Speed, as well as on
Flexibility of Closv- e. Correlations among the five
factors are given in Table 15. Correlations among the

perceptual factors are low, while the corrélation
. | P ‘ o
between the two fluency factors is extremely high (.86).

And _-correlations between 'the fluency . factors and

perceptual factors are, sizeable.

—— . . — - ——— . = — — - b o b 4t ot S

Insert Table 15 about here

] s i o ot o 728 o T — T — - 4 SR —— - > ab wmp b b

Cdr:eiatibns'af re;ding components with ¢oqnitivé
ability' factors were, obtained by: adapting the ACOVS
pnééfaﬁ for'pérfo:hing.ah interbattery fa<tor analysis.
The fesults,'presehtea in Table 16, qenérafly Sdpportéd

the interpretation bf. reading components I.  have

'preéented.;* Speed - of Closure, a factor reflecting tHe

\

ability to recognize words on}the.basis of their cverall

visual characteristics. correlated with each ¢f the word

-

—_— T

analysis  components .except = letter ‘recognition

efficiency, and nost highly with Component IV,

- "Ffficiency in WOrdzrecognition. Flexibility of Closure,

I ,

a measure of the gbility to rapidly recognize familia;-

visual forms embedded in a larger context, was not

corrélatea:with,ény'of" the ‘reading components. And

1
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- %

'Percegtual Speed,,measured by two tests of visual search

_(for a target letter or picture), ”was generally

correlated with all ccmponents, suggestfnq that this

factor -is componentially nOnspecific.‘ Two additional

" cognitive abilities were included that are measures of

:word, accessibilitvl_’ via orthographic/phonological

structure (Word Fluency) or bv semahtic - features

(Fluency: of Acsoclatlon) The two rluencv factors are

hiéhly'ccrrelated (£ = 89) There - was a qeneral
. (Y

"background" correlation ‘of —-.30 to <=.40 of these

factors .with the -reading components. . Beyond tﬁis

backgrouhd correlation, it is interesting that, of these

two factors,. the factor measuring word accessibility via

-

onthographlc/phonolog1cal cues’ was more - highlvy

.w"

correlated ‘with Decodlng efficiency (-“85) and“ Word -

recognition. efficiency - (-.61). ; And Fluency of

{
i

: ! :
Association was more highly correlated W1th Co peq\~_‘zxﬁpf

Vi; Extrapolatlon of. d1scourse representatlon (r = .70),
- componcnt that shares w1th the fluency factor a need
to-access lexical 1tems on subtle semanflc qrounds; 'It
is 1nte*est1ng that Componeﬂt VIII, Semantlc 1ntegration
o s antecedeqts( is not‘tapped”by either of the fluency

measures. , This component, I believe, does not  involve

L

divergent production of semantic relations, butrathsr//

[0 N

-
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* the specific testihg o retrieved\éptecedents~within the

h o’ 3 ’ . ’ 3 . .\ 3 ) . )
~.semantic frame under constructlgn in‘working memory.

o e e o e ot e

.\

© "EXAMINATION OF THE READING ABILITY CONSTRUCT
o ’ S S » A
A

Composite Measures of Reading Ability - N

AN

: . i ' N : \ "
. It 1is well known that tests of‘reading.abilityg

A

- B

o ey . . .
. comprehension, vocabulary, and general verbal fluenc;Q\\ .

kS COrrEiate- highly With‘ one -another (cf. DaQis, 1§71)7' \
Whéq béttefies of-sgcﬁ Iteéts  are factor apalyzed;_ a. \\
generai factor }ofl_"véibaff.facility"  ié:.typically
ex;tac@ed and«iﬁterpreted'és evidénce foﬁ aﬁ"gnderiying
. ébtftuéé-aiﬁensign. TheAqueS£ion at issue is how we can
.recpnca;e the empirgcél demdhstratioh bf én‘"ébilitth

dimension ‘that is easily and reliably measured with :the
| theoretical view = of - reading as. a- collection. of

: interacting, but = largely ingépéndent,, components. of-

skill. S

(-

From thé‘stgﬁdpoiht of chpohgn;iai thé¢rx,“§éﬁeral'
 reading Eesﬁéiaré complex; redﬁiring ﬁhatAis potentially
'a; 1érge number  of__indiQiéhgl_comppneﬁt prééesses fo;‘
theifﬁsuccessful cbmpleﬁibh.A' ﬁighlvléJeis ﬁ0f testedf

N

E Q. o _ “H 89
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‘"by X - If we further assume that the var1ances
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skill' will ke found for readers who havelachiev
levels of automaticity in a large proportion of
components, and low levels of performance will b
for'readers'for whom'the set-of automatic compone

T | : : .
more restricted. The model. I .am advocating he
: A o .

‘_compensatorzi model . for determining the

performance .of ~~'a system of components as

‘'represented by scores on a 'composite adlng

Within a compensatory model, hlgh levels of Sklll

component can -compensate for7 low levelsvln a

Reading

[N

ed nigh
those

e found

nts is'

re is*a
overall
it" is
W
task.

1n one

nother..'

Performance on the composite’ task is thus taken to be a

‘11near function offithej Sklll levels -on 1ind

‘componentsr

!

It is easy to show that a high correlation

- two compos1te_ measures of reading 1is to be e

!

within the framework of such a compensatory model

‘in. the case where the underlylng read1ng compone

?S”al Yyi -re

' performance' on .-one composite reading task, and

L.y, represent performance on 'a second reading
1 5 o :
z.

‘Each compos1te task  is a linear ' combipat

performance levels on a set, of .componehntsy ° repr

|

- components are 1 and scale«the welghts (ﬂi‘ and ‘g

ividual

between
xpected ;
even

nts are .

present

let s = .

‘task.

ion " of

esented

cf the

&

1
. ." ’

.)_ 0. . .
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that their - sun of squares is 1, then ‘the correlatipn

N\
between the composltes r and s is;glven by

: THi Yy P (Y ey P+ BT W (g, g)
(8) p(t,s) = __i#]

. B s [l+22w W p(xl,xj)]%[l+ ZZV V. p(x 'X )];5
\ : e ) AT

where p(x v Y ) 'is, the; rellability of the:“\ith
i : 5 .
component, and p(z ' Y ) “is the correlatlon b"cween,r.the_r_~
i J
two d1screte components i and 1 (see Lord~ & NOVle,

H
!

1968, pp. 97—98). . If we now introduce the further
condit{onfthat the components oare . independent fthat

oly . y 1'=0), Equation 8 can.be simplified to vield

"0-‘

'}9) o(t,s) = ?ﬂigio(xi;xi').
| PR » :
" Finallyf if'actﬁal component automaticities/performance
levels are substltuted for measures of those QSantlties,
the r°11ab111t1es w1ll be l and the correla ion betweens
the two composrtes w1ll “be 51mp1y the correlation
between_the Weightings:of the components for the .two -
composite tasks.-"fThus, two composite meashres haviné
similar'weightingion a set of component. processes will
.be',highly correlated even - if theicomponents.operate
nlndependently If the components are 'not “independent <

(i.e., ,they 1nteract), the . correlation will be_less

N dependent on the- similarity of.'weights for the . two -
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composite measures of reading. High'correlations among

reading tests.are“therefore’to be expected - as -ibng‘ as

the tests’ represent component1ally complex compos1\es of
1nd1v1dual components and the we1ght1ngs of compOnentS'
are s1m11ar.. It follows that the fact that batterles of
-read1ng tests generally ylelra a large genera] factor has
_no_bearlng‘whatever on the -componentlal complexity of
»the read1ng process represented in the tests. ‘Such a
f1nd1ng only suggests that, the compos1te t';ts that make
up the battery are maL1ng similar- demands on a Set of‘
underlylng readlng components. It,'1s only when the
individual ”measures &ithin " a test . battery are
,constructed so‘as to he Cfmponentially specific that the
high, - positive‘.correlation among measures &ill Ee
eliminated-and the pattern' of component interact%ons'

will become apparent.

Componential Analysi$ gf'Reading’Tests

-

Given ‘a set of measures of reading'compdnents

resulting from the apprlcatlon of the measurement vmodel X

a

d1splayed in Table 8,(~1t is’ poss1b1e to study the
'relation“of several composite measures of reading

ab111ty to underlging reading components.y The

‘,;correlatlons of the e1ght reading . components/ -and four

. T . N

-

G
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'criterion measures of reading' abili¢; were estimated

using the ACOVS program and are given in Table 17. The;

four cr1terlon measures are reading time for context

" paragraphs in the Visual Span Experfment, the number of |

lines; of = text read in the Nelson-Denny t1med readlnq‘

¢

_passage, and the Nelson—Denny vocabulary and

" comprehension subtes  scores.

_..__._._._.'_._._z_._._._._._._._.-__.._’—————: - . r> o
v -

There are consistent relationships between word

analy51s components and the four criteria, includingvthe

N}

7

'comprehenulon subtest _Decodlng_ eff1c1ency and Word ’

.

recognltlon etf1c1ency both correlate hlghly with

AR

- vocabulary and ~comprehens1on measures,~ and W1th the

computer—based‘ measure of readlng speed Component'II,

/

e

Perseiving multlletter_,unlts,_. is- also . moderagely;

e

correlated_ with three of;the.criterion meaSuresQ The
- -‘./_ v N . - _ -
letter : ncodlng component appears.” to bé fof lesser

1mportance for the tests that are specifically reading

tasks, but dOes correlate -.31 w1th vocabulary. =(Thisv

value 1is in clcsa agreement wrth the one obtained, by

.Hunt,fLunneﬁerg, and Lewis, 1975.) The flndlng of high

correlatlons of word analys1s componentt < measures of

FE T

r/.

»
S
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’ | K- . "L
- comprehension is consistent with results q& Porfettl and .-

- " ’Lesgold:’ (19775 ' -'see;’ also Verferti %oth 1980) .
Together, these findings provide addltlonal‘#upport for N
. \ . ] ' ’
‘the 'hypotheSIS advanced 1n our 1nteract1ve modet; that .
L R o [ A

I

~automaticity  of word analysis skllis is essent1a1 inh-"
- ‘ ' P o
order , to ,free;brocessing”re?ources @or the purposes of

discourse analysis. _ : ' : ﬁf/ -

a : . ) - |

Whlle the majorlty of word ana1v51s com[;onentc \are” /'

/ S ’ -

-strong}y; correlated  -with cr1terlon measure of reading /

ahilit#, measuresg of lhlghflevel.mcoméghents lare 'less/

generélly«pDredictéveylogéreeding'abiiity - at~1easti9é:~.
itvis'measureo.by‘conventronai tests of readihc - speed:

7 ané:;'comprehensionﬁ\- . Of tl . comtext utilization, .
) " . N ' K - /' R ."’_
- comporents, the most\ promlnent is Comp0nen£.'VId”.the,~'

\-.

generatlve process “xof' eytrapolatlng a discourse
; R

representatlon in the\ actlvatlon - of semantidaﬂlv'
;;gon§tra1ned 1tems 1n memory. This component correlates
" \"_ " * \ //
.
.59 with comprehén51on; and_lsy also hlghly correlated

with the other'reéaing measures."The correlation of°.47wh
° of this component with the Yocabulary test suggests that.
pu
geueral knowledge of word ..meanlngs may * bev one
R *“\ ' Loa /i
!

prereaulslte for developlng sk i1l 1n the generatlve use
] o

of_context. o REIR | i R

. . e
i ' ‘ . e ’ L .
oL " Lo R .

N ) 1 . .
.
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h toe ¥ ~ . . - ’ . \ . L4 % o
» . o - : : \ S .
o _ N ‘ R _ ‘
Finally, and‘surprisingiy,‘neiﬁher of the discourse
4. we T B
e . .. : \ . ) .
o analy51s-_ components is - strongLy ~correlat d .with
conventloual readlng test measures of speed vocabulary, |
. v,/ . ' f
. .
or comprenenslon.r _ Component VII, lnfluence' . of

<

top1calIty in assigning reterente relatlons, correlates,
_ ( ) O

—f34f with ) comprehenslonﬁ' 1nd1oat1\g that good -
. ( - . , . < )
o comprehenders are less 1nf]uented by the tOplCdl status
‘J . . {/ ) ¢ ' ) (-’1.

' of a.referehtnln analv21ng anaphorlc ﬂ;latlons in a

e text ; Component VIII Semantlc Lntegratlon, appears to
j v

be podgly "tapped“ by tg conventlonal reading test

" measu es‘-"lt' correfates . highly with ’only the -

comppter—timed measure of readlng speed (r = .41).*Jﬂhisg
.'. . ,‘.‘ 4 e o . ‘ . . N /,
+* finding seryes to remind us ghat there ére discourse

pfocessing fSkills that would -appear Wto have broad. ,7

appllvablllty in- process1ng tekt, - bqt'.ttat are only /

' poorly repgesented in nonVem.lonal _tests  of readinﬁz;/ﬁ

4

| comprehension.#‘ . . " \ o | /
) - - o oy
v Status of the Readlnq Ab111ty ConSLruct_ /
: K in Componentlal Theo:z , o

- T '\ | ) / . /
\Apart from the 1dent1£1catlon Df "xeading 'ability" v
with performance on"a. comp051to Fest ‘of readlnq

mpe:formance, can a rot 2 be found for 'a ' relading /4]Ity

. -/ ‘ : - \
. - g __‘?‘.,';- / . .
‘/ff-construCt w1th1n componentlal theory° _One posslblllty

A\

is that an exPliCitr't”eQretlcal definition of  (reading,
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ability ;;\Hfg?ocei:ing component can be/developed~ . For

example, reading 'kity mighg\be equated with a single

® ! \ A
. \ N

component such as " ;iiguqting a oroooaltlonal\
RX L

_representation of a LThet probiem with this

approach is that,'in/our’ attemptx to “be theoretitailv |

“. A t N v ‘m . ’
explicit in defjfingy the component, we-are likely to

diScoVet tHat the proposed " process . is  itselr

m ltlcomponent nd each of tHe Lesultlng subcomppnenes

Aug 11ke1y to be £ob -

(f' . l

q readlng ab111ty 'itf,is_.probabIY“ che/éase that any

A L 7 ! s / :
/ g P
reasonably genera] proce551nc system 1s re%olvable 1nto S

spec1ﬁ1c to quallty 'aé & general

»

—mset of more partlcularnzed components, together w1th :
) LR
'theirolnteractlons. Nevethelesif it i p0551b1° for.

i components to be/grouoed in. more q@neral systems.-'Fo:
/ N o/ .

example,ceven thouqh the decodlna component we have

"studled 1nclade° subprocesses for syllablcatlon and for .

trang&atlng {dlgraph .vowels, | measures of | those,;

0

|
suboonponents . can,' be ?ed : as"?lndlcators ofv, -

/ !

efficiency of a more -gener 1
: ; @i

decodlng . system. The

"o
i

. ,. o '
empiiical"check ‘'on” the va 1d1ty of a component as an

/
.;17pegrated syétem of subprocesoes 1s in the :convergent

"and dlscr1m1nant valldlty>exh1b1fed by ‘the collectlon of ”’,af

'/.

'sﬁbproceSS—fmeasu:es, as’ they /are evaluated in the

/ﬂitting'of'a'measurement"model Thus, at ~"”"“in theory
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possible to identify a system .° compaments that are
/

process-&inked~and thet together;§s;f0rm a kype of text
znalysis that coulé he considermsd a primazy ability in
-readime. - :However, the compdnents.of.ﬁiscqm:s@ anzlysis
we  hawz= anaiyzed to date do mwti apmear to be closely

relate” aspects of'a single syster For text amalrsis.

- ¢ "

A second possible locus for general 'wzading ability

withir a componential model lies in :x= -<oncept of

- 4

resozrce or capacity limitaticn, uswe® To exalain

i nte==ctions: between: low- and nigh-lave” xsmpozents of
reading. Low reading abiliEy might' ‘= —tought of as a

szsult of restricted processing .resources (Rahmemizn,
==73; Norman & Bobrow, 1975), or perhams, restrictions
“n working memory ‘capacity (Perfetti & Lesgold,  1977).

.Buch an’ explahatory concept has not-Tren limited to

rzadizg, however. For instance; iz eat- sns in
attentianal resources have been propossi to egplain

age-r=lated deficits in méﬁory (Craik & Simoz, 14980;
Kinsbouzne,_l980).. Fu;thermo:e, factor analyci— studies
of resource-sharing measures (contrasts in perZormance.
_Eor a task perfbrmed-aloné or cdncurrently withua;segéna
task) heve proyidea"nov;videnée as .yet for = ganefal

factor reflecting . a common .. attentiomal ‘rasource

componext (Sverko, Note 5). The only faétors_fh§F could_
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3. <3

be. extracted in the Sverko study. were ‘clearly

‘task specific. Other students’ of " the resource—sharinq

-

8

ablllty (Hewkins, Church, & DeLemos, Néte 6) have

reached w=similar donclusions. Rescurce capacity

limitaticns, if they exist‘ as 'stable' aspects ‘of
individuals, are multifaceted and task-specific. ' Thus,’
it is difficult to see how readihg ability could be
conceptualized es’e general limitetion in 1processing'
resources.’ Deficits>\§n _reeﬁingmrelated> processing
resources might, however, contribute to poor’ performance

on composite reading tasks.

ar - .-
° °
.o

- We are'left'with a third possibie interpretatien'of
reading ab111ty w1th1n component1a1 theory, one that . is
based@ on the background _env1ronmental and bloloqlral
fectqfs that condition - levels :.of' performance on
cpmponents. Accordlng to this view, etlologlcal factors
such as these enable soni¢ 1nd1v1duals to acquire h1gh
levels of skill in ‘numerous compoeents, .whlle' qthers
remain uineapable of-'deQelopiﬁg'sucﬁ éeneral expcrtise:
aeross the skill domaips‘bf reading. ;This' eesentially
emplrlcal def1n1t10n of reading ability is siﬁilar to

the 1dent1f1cat10n of verbal ab111ty as the general or

© "g" factor underlylng a series of verbal testﬁ, or the

equating of a ' first principle: factor with. "general

98
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intelligence." There is a difference, however: Here we

are dealing with components, not with tests that ar=

composites  of ”components.w_ Given a set. oT

‘theoretaca11y~der1ved measures of components that have:

met the two standards of valldlty I have prooosed,

empirical’ ev1dence for general ability w111 be found in

~the . presence of background,_ correlatlons amonq'

. components, correlations that remain after‘removing any

~underlying general factor of readipq ability.

covariation -that is attributable to theoreticallv
proscribed interactions among components. The resplts

so far provide no _evidence of such background

. . « o, @

correlations,” and  thus joffer no support. for an

~.
o

' DISCUSSION

¢

In this paper, I have attempted to outline the form-

of a proCeddre-based“componential theory of reading,:and-

'to’develop_multiple standardsjby whioh thed validity of -

“such a theoEy can be judged.

The f1rst level of valldatlon concerned the ab111ty
tc predict mean performance on a crlterlon measurement

taek‘fdr a set of'particular task conditions. . These

predictions are ~based on - an “information-processing

'theory offered .for4 ‘the’ criterion*'task; - In the

T e . p

2997
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sxperiments I  have  rsportec., se-=z i tasks are

cenerally employed to mesmrs =ach =2/ &ths ’Specifié
:aading, components . und=c. inw=staicas =, and the
=election of componentrspe.zflc meszsmirss < based upon

—~<he partlcular process;ng ~madel dev :lmm= T mmd validated
for each task. An'alternatiwe;apnr@atﬁ\fwasimaen'usedjby

Sternberg (1977) 1n hls stufiiss of raansnrg abilitfes:

Rather than worklng with a:sst of expsr.. ental tasks, a’
single criterion : task ‘s =fr.ser  which, while
representing- a "compohentiallywcampéex . (composite)

performance, is susceptible %o a vasiety of parametric’

.o

,varlatlons »in task coﬁditimns A multia:mponent theory
bls developed for pre?icslng perfc -mance can the crxterlon'
task, and a “componentlaleanziys“*" is zAvanced. stating
-the theoret1ca1 degree of “mvolve#ment cf each cdmponent
for each of Ehe”task_conditi:ns_ Asreqressien equation
is thep__fiﬁ in ;hich meax‘*erfcrmadse on. the cfiteridﬁ
task is predicted from =k= theoretically specified
compoheht weights. for eat~ oOf the. task conditibns,
These regression equ;tions:Q§ﬂ“berfi£ to data_fordgroupsm
of’sdpjec;s;'or for indi&idua}g& The:gpddneSS—of—fiE Bﬁfn
the componential ?modei is. indexed by = the mulfiple"
correlatlon obtalned in preéictiag composite performance

from the theoretlcally spmc1f1eu:component 1nvolvements.'

o . N e -lt)O : ..;,‘ | v'ii
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And. the - nfaﬁession neights are interpreted = measures
of the eff1c1_ 01es of the indivifu=l componan:;. TheSe.
weights are .-» fact contrasts amom;'the task':onditions,
‘and - as - s.==h | are form=lly similar tc>.'_the
‘component-specific measures wE hsyea been ﬁavuisp{ng;

y -

Carrolil <«(19838) has shown; he~ % :ese beta ,waiciims may

serve .as variables in furz - analyses Of cowariances

among components, through t—: ue > of factor analysis.

Level‘ One validatior ca~ De .thought cf; as
equivalent to _buiidinq and testing a theory ¢ item or
'tasﬁ difficulty. " Rathe  than simpi&? sca .ng item
difficulties by applyingeﬁ-standard.stgtist&;al theory
of task perfor&gnce (e.g., = latent. trait thn}ry),"an,
1nformatlon'process1ng thezry of -task. performance is fit
vto_ the perrormance records for each indiwvidual, and

<},
parameters cf the theoretlcal model are taken as the'

"test" measures. This' approach’ has been exp11c1tly
-adopted by Brown and Burton (1978), who have shown how,
’by' applylng a theory of performance on _arlthmetlc

T

problems, patterns of errors can‘.be used"to identifyf_

specific concentual "bugs" w1thin the individual’s
1nformatlon processxng system. ‘The_ hope ,in, adopting'_
such ‘an approach is- that a cogn1t1velv r1ch theorv of

task performance' will’ yleld measures of partlcular

S [T R
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Zgatures of an 'individual‘s_processing system. These
measures will in theory reveal the status-of particular

‘?rooessing components, rather ~than mereiv'reflect,the

14

:xperation of the overall'system as it is performing a”

‘—omposite task.

The second ‘level of 'validation was concerned with
+he differences - in - levels of dbmponent—specificf

4.

-

_oerformance ev1denced by 1nd1v1dual sub]ects, over a set

1

of measures. that have been found to conform to the Level
One standards of Valldlty.: We have=attempted to show-
how‘the componentlal ‘theory oeveloped for predlctlng the
effects. of task manlpulatlons 1n‘ Level One valldatlonh

implies as well a hlghly spec1f1c measurement model

. which relates performance on one measure to thatA on

other measures;fOEuhsfmiiar or dissimilar components.
This measurement_model can he statistioaily evaluated
using techniques of ‘confirmatOry makimum—likelihood
factor. analysis, I | beiieme.f that the . iogical.
correspondence betWeen thebreticali&—derived hypotheses

underlylng Level One and Level Two valldatlon is a tlght

©

one. If two measures’ share a process1ng -component

accordlng to the model | developed in Level One’

valldatlon, then they must be resolvable as - functlons of

~ the same underlylng component in f1tt1ng a measurement‘

R

N
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modei, _and._their correlations.mithrczzaz measures must
be proporEional- to their weights {Z==dings) ‘on ~the
'underlylng common component. » ANT wialation'of these
elatlonshlpc suggests that there is an unanticipated
functional | 1nd pendence between measures, and_ that
further theoretical spec1f1catlon will ~be needed to
:account forrthe'discrepancy._ It is only when a measure :
l-ils found to. be totally unlque -- to he uncorrelated w1th
all other measures -- that there i= amblgulty in ~the
theoret1ca1 '1nterpretac1on of heioutCOme. (Here;the
measure may represent some 'theoret1ca11v unspecified"
component, or 1t mayv s1mp1y be unre11ab1e ) Finallv,hit
.should bef‘emphaslzed that the testing of measurement
modeis" ~:underlying ~ :the covariances | among
component—specific lmeasures is not factorwanalys1s in
thevusuai sense, sincel”here; the factor structure is

.- specified in"advance of  the analysis. e

A component1a1 theory _not only specifies the
processingv: components "underlylng _eaéh of “the

 experimental measures' 1ntroduced, it must also provide-~

"for ‘an Aanalys1s of component “1nteractlons;ﬂ”ffﬂ The
procedural view of components prov1des a’ means for
’predlctlng when components are 11nked, and when thev are*'

' noty“,Accordlngrto th1s‘ v1ew, components 'are°r1nvoked

= ka 103 ’
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whenever- part1cular s1tuat10ns -- or data structures -

S =

.occur, and they operate in pec1f1ed ways upon those
'-data struct_ureso Components are thus ltnked through
the:r operation on a common internal data base, and
through  the” joint demands they place ”upon‘gshared
processingbresources. The spec1f1catlon of a theory ofi:
”componentlv Vnteraction therefore requires speclfic
knowledge of the attentlonal demands and of the levels
of automat1c1ty of the components.. Parttcular theorles .

;7

of component 1nteractlon can be stated as _systems of

o

structural : equatlons, and the parameters of 'thoseﬂ»4,_

'equatlons (the path coeff1c1ents) -can be est1mated (at R

8 ~

least for .some models) by the use ‘of maxlmum llkellhood

technxques for the analysis of _covariance’ structures.o '
The alternat1ve ‘to th1s structural modelllng approach isg.
. the use = of tra1n1ngf studies.  The results of
' omponent1ally specificl training should .transfer_‘to
other componentlally spec1f1c measures, as specified in _”

N\

-the theory of component rnteractlon.

F1nally, the componenttal theor§ of reading has
‘proulded a bas1s ~w1th1n wh1ch I could reegamine.the,
fyconcept of "general ablllty in readingL: The' existence:
of a large general factor in, the analys1s of comp051tev

reading tests was shown to be an expected.outcome, given

P
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a _compensatory model relating pr0cessing'components to
. - . B . 3 Q 2 . N

,composite test performance. I believe there is 1little,

»

-;'hope for ”uncovering»componentmskills'in reading by the

‘analysisaof correlations among, such. composite tests:

fWhat  is Vneeded is a set.. of theoretically based,

.

componentially spec1f1c“"measures‘ that have .met the

e
e

standards of va11d1ty that have been proposed If a set

of ‘such measures iS' ava11ab1e wh1ch covers the broad

Ve

vrange of component . skills of _read}ng, it should be

poss1b1e to -test for a general, backgroGnd correlationl

among reading skills attributable to general ability.

2.

>quVidence for snch a cofrelation‘has'so far_been_lacking,

However, "a stronger °and more definitive statement
o _ R s

concern1ng an, underlylnq verbal “ ability" mdst await

further ev1dence, and more part1cu1ar1y, the development

___'_______________

.'of a more art1cu1ated componential theory for d1scourse

RO

~analysis, . Nevertheless,'-I feel “that the approach

outlined here m1ght frultfully be app11ed in other areas
of complex. cogn1t1ve performance, and serve as a means

of resolv1ng the ong01ng 1nterm1nab1e debate concern1ng

'the ex1stence and nature of general 1nte111gence.
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Table 1
Types of Component Interactions
I. anétionally Determined‘Interaction -
A. Data-linked- Components /
1. Correlated Input Data
2. Cascaded ?rocesses - T
3. Dependent Processes \ c . T

4. Mutually Facilito;y Procésses

B. Process—linked Components

1. * Shared subproresses T e

2. Shared control processes

'.C._:Resource -linked Components

—

1. Due “to general process1ng capac1ty

2. Shared memory access/retrleval channels

C e
%

*3. lelted capac1ty worklng memory

‘II% Nonfunctlonal Sources'of Process'Intercorrelation4-

- Etlologlcally link. .4 - components e

A

s

1. Reflectlng a learnang hierarchy’

2. Reflectlng effectlveness of lﬂarnlng enV1ronments"

. o

ZB;t Reflectlng general blologlcally determlned ablllty
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simultaneously, masked.

PSEUDOW@RD PRONUNCIATIONﬂ
SubJects pronounce

pseudowords which vary in o

orthographic structure
(in length, 'syllables,
and vowel type).

| WORD RECOGNITION: -
Subjects pronounce words

which vary ‘in frequency and

~ orthographic structure.

o

¢

109
% Table .2
; Reading Components Battery:
Word Analysis ‘Tasks and. Measures:
Experimental Task Derived Measures - Components®
- A. ANAGRAM IDENTIFICATION: 1. Rate of letter encoding, R ¢
Subjects report letters inferred from increase in _
Seen’within"i"briefly" logit (Prob. Correct) per
. presented, masked unit increase in exposure
. display containing duration.
4-letter anagrams.. X
B. POSNER LETTER MATCHING: 2. RT (Aa) - RT (AA) o 1
Subjects respond same or . : L ' :
"different on basis of
similarity of letter names.
C. BIGRAM ENCODING:  Subjects 3. Increase in RT for low IT
report letters seen within frequency compared with
. a briefly presented, high . frequenCy'bigrams.
. - . e
_._masked display containing 4, Scannlng Rate: Increase I, II
4-Yetter words; on critical N
. S~ ; in RT for each shift (left
. trials, all-letters except to’ right) in bigram sition
“.a single bigram-are - o ant 9-1‘ Pé o .
\\\\"5 Increase in RT for -bigrams II

haV1ng low pos1t10nal '
11kellhOOd :

_Increase in VOca1lzat10n : e

onset latency for: _ \TT;\

6. Digraph VOWels compared Wlth‘ I1I
© simple vowels,'“ ‘ v _ -

7. Increase .in array length 'II, IIT.

from 4 to 6 letters. :
8. TWo syllables compared w1th I1T

one syllable. e

Correlatlon of pseudoword _

onset latencies ‘obtained for

each’ of 19 orthographlc forms

with those for:: . Y s
9. ngh frequency words presented v -

“in. isolatlon. : o %
10.. Low-frequency words presented o ’

1n isolatlon. :

°'I. Letter encoding efficiency, II. perSEi!iﬂg multlletter,units,—~{11—~—————-—f
Decodinq,or_phonological—translat1on, IV.- Eff;clency in word recognltion..

“ R :

b
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“Mternative aber ’Nunber of M \df | Probabidit
que1°“ o ‘Components - Parameters Square P -

[
AN

1, b single Perceptual « 3 4 0.8 4o
Encoding Component; - n EE o

~ Conbine Components e e e | s
Coradi - A P

3, A single Orthographie’ 3 . & U 17,89 J ol
Analysis Component; - T
+ Conbine Components 11 R R
- and m o : - -
Yo distinction m 3B T TTaw 3 03
between Decoding R n o
Effnciency and Decoding
- Depthi Components. I11
and IV combined

|

i

J

I
]

I .
uodwmoD -
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o, Teat ot independence of 4 Y EESUR X /N TP
| original four conponents: , Cr e

5 Test of independence of 4 5 u%s e ) N t"
Components Iand II, ‘.'f - g o e
i I, and 11 and IV“‘ | o o S

1
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Table 4 ’ )
. o
Reading Components Battery:
Discourse Analysis Tasks and Measures

o
s

. Experimenfal Task Derived Measures . _ Cémponents“

% - : ” y ) — - .

“i\\\\;ANAPHORIC REFERENCE . Differences in reading
“EXPERIMENT: Subjects - = times for.sentences
read texts containing ____ contair ing_anaphora - - -
pronouns, and supply * under contrasting text
referents for pronouns - conditions: '
'whenever an. undgerscore : _ . - _ :
“‘appears.beneath them. 1. The correct antecedent is . . vIT
. B ' not topicalized/topicalized CL
" 'in the initial sentence.

2. The pronoun appears in the - VII?IVIII
predicate /as the subject :
.of a sentence intervening
between referent and target.

L4

3. The correct antecedent g VIII
is referréd to colfXacatively/.
by. lexical repetition within
. _ _ . the timed sentence. g o e

4. The correct antecedent. is . VIII, IX
semantically ambiguous/- ' Lo
. - unambiguous within the
- - target sentence. -

) , © -5, Two/only one antecedent L IX
‘J o _ , nouns phrase(s) agreeing.. - . C
oo ‘with' the pronoun -are (is) o o
present in the.initial- ‘
sentence.’ : .

, 6. An incorrect antecedent -VII, VIII
S - : : - “noun phrase appearing in T
C " T ' sentence one is/is not

' repeated as the topic .of
o , . .an intervening sentence
- . . . which occurs prior to’the
' ‘ “ T target. - IR T

A IR N

O yII. Assignment of.topiéalized}antecedent as referent, -VIII. Semantic
integration/evaluation of antecedents with’discourée,representatiod;
IX. Exhaustive retrieval of antecedents. , ’ ’

ST . N ] ' . L o X

|
o




. ] — ~ - ,
Mternate Number of - Number of i . ; | o
bodel™ Components  Parameters  Square | i chability

]

Table 5 |

Congardsons Anong ACOVS Models for Heasures of Discowrse Mnalysis . e
[
[

1, to destlnctlon between ) ! B X R A R

sengitivity to topicality - . b
and senantic integration;

- Combine Factors VII and

) Yodistinctionbetwn 2 9 L
Semantic Integration and o S
Retrieval of Multiple = | |
Antecedents; Conbine S a . 3 S
MIad X B . b T

% Asingle factr 2 B RN
¢ontrasting Rapid ’ A
Assiqnment of Topic vs,
Retrieval of“Multfple N
o ntecedents; Conbdne - "
I end xx L |

" 4 Test of independence of | 15 Sy
'originel }factors - ¢ |
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, ‘Table 6 H’ ' -

Context U 1112atlon Tasks and M\asures

-/// Ge L " " Rea 'ng Components Battery ST - ' e

- . R v - : . | ‘.
. .Experimental Task \f BRI DeriVed Measuresn'ﬁ - . i" " Components *
" WORD RECOGNITION IN - . Correlatiof.gf pseudoword. ‘
SWNTENCE'CONTEXT-- ' onset latencies obtained .
Subjects pronounce St " "for each of 19 orthographlc ;
words which vary in = | forms with those! for.;
~orthogiaph1c form, =~ . = - . ' : oL '
presented in-a high’ 1. ngh»frequency words pre=ented - IV, (=)Ve
.. or low constra1n1ng- . in moderately constrainlng P o e
context. T B context . Jm.;_q' L o L tpe s 'j
_ " 2. Low-frequency words presented oL IV, (-)Vv '
. S in highly constra1n1ng ST
' ' ,context..~,':;w ) o
- "~ / SO S - . ' 4
o » Drop 1n mean onset latency when '
R . o words, are presented in, context .
S L '\ S xather than in 1solatlon for. ) .
. . _ o 1 . ) . S "
- T o 3, ngh—frequency words presented‘ v
IR o= g " in-a moderately constra1n1ng T
\ o S oo - context.; ST L . .
VL . ' 4. Low-frequency words presented h‘ '~V-;~ : t\‘Tr';
l i, in a hlghly constralninq 4' -\7J¢ﬁ; — o
[ L context..“ ‘ "
. A L s : : B d o
"vREADING PHRAS“S IN . T Increase in visual span when ~ Do R
‘PARAGRAPH CONTEXT: - fﬂnl,_ context was added for- B e
:;SubJects report.all @ . o : ~_—///’"j \
., words Seen within a . . Se. Easy (highly readable) texts . VI, VIII -~ .
Lo uisplay "tontaining -’ . o .
‘ . a t Vi, VIII :
L;xa phrase which completes 6 leflcult (less rea able) exts . _:;f S \
. the’ context paragraph L ) - e Lo e
K I : SIS - S 7
- WORD RECOGNITION IN o " Increase in visual span when R i
" ‘PARAGRAPH CONTEXT: ~ context was added for: ., : g
. SubJects report all words ’ R
”;seen within a display 7 Easy (highly readable) texts ,""'Q v, VI
contalning randomly j 8 leficult (less readable) texts ,‘ vV, VI .
sequenced words derlved‘ SR
“from a phrase which T \3 o 'aj‘ L w oo _
‘would complete the . . .- ~ B L

E context paragraph. A

IV, Efficiency in word recognition, V. Speech set in applying context ‘

to . 1dentify a hignly predictable target, VI Er*rapolatlng a representation

of discourse context: Activation -of semantically related items in memory, -

'VIII.:Semantic integration ‘of antecedents within a c"“rently rormulated
‘,fdiscourse representation.g__ : : : o

R




L - | - - Table 1

4 . ,

Factors IV and V, IV e
- and VI, V and VIII, |
©and VL and VIII

L 1

| Conparisons Aneng ACOVS Models for Measures of Context Otilization )
Mternative - Mmberof v Numberof Chi | s
Nodel™ Components  Parameters .  Square & Probability
. ' {A: .‘
1, Single Senantic Analysis 3 9 90 5 10
Factor; Combine Factors | - e “
VI and VIII “
. . 1
2, Single Context 3 .1 24,99
‘Otflization Factor; ©
.Conbine Factors V
VI |
o~ ' x : , : .
© 3, Test independenceof .- 4. . 18 1M
original four components R ~
o 'Ié- i - 2 / . B - .
S A Test independence of § - e

e

™ Mlternitives'are tésted against: the full four-conponent. model contad

-, ] v -

TR . . g
oo

ning 2 paramgtérs.

oo
R K

PTE

o T

N

—_—
o
}-?L'a. .



Table 8 ‘ ' B - "_‘"“-*——“——»

_The Complete ACOVS Model Used in Validity Studiesa'

‘ | o . A‘lComponent . \\

Measure (Bffect) il m| | v|ow| vir| i ~l"-\“
..1.(;.;\3;{@:.1 RA?ECFLEMRENCGDING B E IR I \\ |

2, IM: RO(Ra)-RT(R) S BV 2 O N R T O A
Cdome . biGRMERQENCY IR I
| YRS T POSTTION o 2 sl 8] pl#| P ﬁ g \
|5 Bt POSITIONAL LIKELiHOOD B Y AR I \
{ & :pgmz' -vom TYPE N AU ;a | gl B b —F "—"":‘ \’"
7. PSEU:  LENGTH S O I T 2 O |

8. psnﬁn SYLLABLES g s| T NI |
9, CORR:  HFWNC w/PSED. N IR N IR N B
. oo LA/HCC W/PSEU. s g .01 |-0 L L IR
. conman N-ICC (REVs) FRININIE RN A N
|2, commmer: No-hee (12Ws) | TR U1 R0 R O O B
113, spa: C-NC (PHRASES, EASE) gl s | o) | 8| 2| §
M, SPAN:  C-IC (PHRASﬁS,IDIFF.) | oloal gl e w| | o we .P§I
5. seAN: ¥ (WORDS, BASY) B T I A N IO -
6, SN CNC{HORDS, DIFF.) RCTE AT 2 I A -
" |u7,  pioR:  REFERENT NOT TOPLC/TOPIC o ol 8| o) s| dloo) 8 Ho
|18 ANAPHOR:PRED AUBUECY OF OF INTERY., Eﬁn S ETEIRIEIE g
|19, ANAPHOR: AMB./UNAMB. REFERENCE | NI IR e : gJQ.
e R FOREGRD. i/ s, | o | o) 8| o] 9l-u| s EEl

, °-'1’ne average of standard prrors is 16

. \)"“” | : .' b o o ‘l.'.
S Yariable vas reflected in the ana1y51s | R 5 . 126
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W S L B ' o0 ' .
: o - Table 9 : S 3 - \f

Intercorrelatibné'ﬁmong Components in. Complete ACOVS Model®

~ Component Tt nm ooom. . o wn.v SN WH- VI

1. Letter R ¥ S G
- Recognition - ‘ ' R | |

L perceiving | J2b15 L0

| nltiletter _————
L Decodlng 0 gt LD LOO , -

SRR

CMoWord 26000616 LGetl6 L0 o 3

Recognition . e "y

—_— i . i

o __'__'__,__,——“__,_,_,,_ﬂ - ' _ . : . o y
L - o 5 |
_‘_,_,4——’ ! '

V. Speed Set LIS 0 ML M L0
. in Context . . . - o
Utilization

»

11}

<z

L mthapolating  L0RIB - I5R17 -42520 - 44E19 -51H18 1,00
Context I : . f | -

o

susuodwon

- -
Co e

. VIL, Topicality Jonls 49m 9RD7 MRR1SLl6R1L0THIB LOO
. Set for | | |

_lncating ‘ _

Referents K PR S A .

=

i

P
e et ——

S TT

4

VI Senantic A DR LIS BRI B2 16426 et 100
~ Integration e o S
127 _——— — — '
-“standarq errors'are indicated followiﬁg each correlation, -

ok
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Components of Reading’

" ' _ Table 10 . 117
Analysis of Interactions Among
Word Analysis Components
Structural Equations '
. n = Cx

N2 = Cz . .
' ' (1)

Ny = &M 4 SaaN2 + 8338,

W = 51. aN3 + Suu Tu : | . i R

: /__'__—
Unigque Components as Functlons of Measured Components.

“Cy = ﬁ‘ n
A?§2 = N2 . . . .. B B
» \_ @
§33Cs = =831M=832M2 + 3 | )
or, in matrix form: o |
L 98 fﬂ-j ? 511 - 1 9 8 ﬂT . ﬂj
g L g @ - T2 | 12 1. ¢ ¢ na2}| 3
B I P ool = |=m -1 g |ns| Yoo
——t o0t Ty S B e ——
. 000 8| R Lﬂ; gt 1| %] |
D g = Y n
Factor Matrix A = 2"'p | N
- ' p— . ~h s ﬂ " . ) ..
. 1 g - f o

R g
g I 4 " (4)
g

8§31 v532 . 633
('61035 31) (6h369) (5h35 33) 51.’1.

Identlflablllty of Parameters

| B o 6u3 = Average of Xu1/131, luz/kazp and Aua/kaa- .(5,..

531';*131 “”4*”*‘632 —“132*—“““ﬂ"“—533— Wl3*'

/
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 Table 11

Analysis of Interactions :
Involving Higher-Order Components - .

' structural mpuations ®
V B g © -
ST =y > - :
=g T T
Ms = T3 .
| My = Tu e _ :
g -n;=_§5ﬂh,fm5unqfF555t5fi5$ﬂn° . .
Ne = 5sana’+ Seuny + 8666 . »u
Unique Components as Functions of Measured Components
S =m
pe vLa = J__. N2’
' L3 = : .. ns
Ty = . a . _nlo
s = "= 853N3 - 8syny + nNs - Ssene
) Te = - Sgany = Seu Ny 4 ome e
- ' -1 ' -
Factor Matrix A = A D L : . S
: 1 g g g g g
S A 1 g g g g
g - '_ﬁ‘ 1 B g B AN A
g B (8s53+8638s6) (Esu+Beubse) 655 (6s6866)
.8 . B TR LT Iy
Idéntifiabilitx‘ofiParamété;sfwwmf ' |
856 =~xss/iss,
853 = Ass-8g3 Ose,
s 8su= Asu-8en Gse.. _ ! _
- : S 6 5_5',,_=, x 55 ,_'_,6 .5_3._;_?—:4.,,,1 6 ’3. '66 ' =16 L ,',,..,,6,,6‘ 6 = A;.i,s hd i S __

c";Cémponents 1-4 are allowed to be fréely'intercorrelated; the -
correlation between Components 5 'and 6 may or may not be
constrained; depending upon the model:—Intercorrelations

" - between Components 1-4 and ‘high-level Components'5 and .6 are
<~ assumed to be-zero. - .. . - L - '




o c“ompone.n_ts\; of<Re'adinq C

. . ! :\
- n . ; A R B ) . h . B . . \\\_.
Table 12 .o \\\.
ACOVS Models for Component Interactions with and - :\;
| . wtfhout Assumptions of- Component Thdep endepce _ ¥\\
:Interactlve / Fixed and Var,able.____lntereorrcIatiUHS‘”‘Compar1SonS SN
—wé—Modern“"‘“*—'—-fErameters Resu1t1ng ambng Components  among Models. '
~ from the Structural - T o .
S Model - - p(¢) ( £ s
_./J s . (A) = '\.._-;{[} X g£ : R
1. Restrlcted model . g B f
for intéraction ' !
of higher-order Iye W ) 2 ’
- ‘components ' and , o
. word analysis S R _t . " -
' tomponents, govv) vvip : )
. assuming ¢¢Yv gvog |’ g 1
component gvvv| gave
independence. govv| #8gvi . .
, ‘ . i % B i .
‘ : : ) o .‘
2., Unconstrained T 1 . /// | n
‘regression of _ : . o S
'Khigher-order 1 ¢_‘- P RCRl B .
components on. . | . L ——|- —1 - '-
| word analysis —— —4—|. 1286 7 .08
/ components, - vvvv] vwgp . ST _
assuming wvv| gvpg g | 1
component - ¢:i . |vvvv]|@Pve ) 2 B a
independenceé' vvvvlﬂﬂﬂv x o
oo L - L L. : . -
3. Restricted model N ) [~ 7
1 for 1nteractlon _
| of higher—order 1 s P 8
T _components and - .
'E word analysis —_ » . ‘ b
| components, pgvviv 8 : 9.63 5 -09
\. allowing govv) v g 10,5 ~
| ‘correlation. gyvvvl v Tz
\’ among “components.”~ {#Avvig v | — 1 E
| ; T ‘ L_ e - -
EG-The general model is I = BA@A'B' + 02, where B contains the measurement

| model, A and '® depend upon the particular structural- model, and 0% contains .

\ error variances. ‘The rows .and c¢olumns of Matrices A and & correspond to: the '
I 8 components,.Submatrix é1r contains intercorrelatlons among word analysis “

|  components; ®22 contains intercorrelations’ among the- higher—order components;

\' and I|represents. the 4x4 idontity matrix. Free parameters, or yarlables,w e
| __are ( denoted by ve BN f . . S

» <

131




o :fCompbnénts of Reading
| Table 13.

____Alternat&ve—ﬁtfucturai Models
Context Utlllzatlon Componentq

or

" Interactive o . F: Comparisons with Model 1°
Mode1°- - ‘ o R 1 —ar

.61 2 .74 e

5. .94 3. .82
‘.\\ \‘ ’ A
*.°'In all models Componen*a 7 and 8 jare regressed on .
Components 2 4 and 3-4, respectlvely. Intercorrelatlons.
among components\are as 1ndlcated for Model 1 in Table 12.

’,ffh'f;”f;;};L"5 ‘5';;:€L1& ;i1:321,f, ¢f* jjf“ ;ﬂ“*
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. Table 14
. — T
TTMCOVS Model for Cognitive Ability Tests® . "j’

o ." . Factor
YRR T T S S
Speed of ~ Flexibility Perceptual Word - .. Fluency-of ‘f

Test Measure C© Clswre  of Closure, - .Speed Fluency  Association R

| 1{'_Concé;1éd Words | | K 52 | ;. | T N g '
7  Ge9ta1t COﬁpletion.-l. NS | | | g ',j | 5 ; k ' p:‘ . -b
,5. ﬁiddeh Fiqures”(Powe?)£ f g | , ‘l.OQ Wém': . ’:‘g ﬂ - l?. | i‘ ;Zg ',‘R
. ﬁidden,gatt;rns(Spé;d; W o
'”5; Finﬁipg A's - o ',:, g e I_" % |
6 Figdinﬁtldentiqai Pictures §' - | ﬁ - " ;.9q R L M‘Cﬂ - N b
f."wbrdzgdings---- o | | P o ¢  . - oy - 48 "l £
B N .
.u93 Cogfrolled AésoqigéiOQS" _I¢" ' ;. ,_ g o ". g | o ,

Y10, Dobly Onstrsined . S T R B
ye - Dhesoclations . B o e

=
=
=
=
pv=2
<

",1.'1‘Y fsimiie In;erpretaéion - o
N ) g : ‘ - .
o e model uses 23 parametersfto account'fof“ss cbrrelationsi'lThe test of fit yielded,X§é4= 43,3, .
, : . “‘,ql\“’ . "‘,4 _ , o A 'Ii DU
] é,;09.‘-Standafd errorswoffparametérs”averéééd .21,

. A

C BbuTrTpesy JFo s_:;.uauédu:_o:é
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,- ‘Table 15 T .

" Correlations Among CdghiﬁiVe.Abqllty Factors

"A.5'Speed of ° 1.00 -
e Closure - o

« B.. Flexibility -.1%.22 . 1.00 - A P
U of Closure . ' - ‘ Lo o ,

- . . <

€. . Perceptual ]\.28 28+.24 .12%.18 - 1.00
-+ Speed. - % L '

" p." Word . .60%.23 ".39%£.29 .33%.19 ' 1.00 )
o Fluency ' R - - T

.,_,——f—“-‘

~E. Fluency of .55%.21 .32%.26 .40%.18 .85%.11 1.00
Association A D S

‘5gorre1ation greatér than .25 are underscored.

.

. [ : (S
'
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Tnble'lﬁ

Correlations of Reading Conponents with Cognitive hbility
‘Factors Resultinq from 7pe Interbattery Factor Analysrs

. / . Cognitive AbllltY Factor

r/.

‘ Speed of Féiiﬁlllty - Pebceptual  Hord

Fluency of

“i!“

“of Antecedents with o ff B - . "

Discourse Representation

‘ _Conponent . Closure / *of Closure Speed = Fluency " hssociation.
: L. etter Mnéoding. © =05 -10 N -2
Efficiency S v S Co o
S II. Perceiving Aultiletter =28 -4 =32 -39 -3
‘ U!ii.i‘.s L - ’ o - . |
S m Decodingf.Cfficiency I Y R - -5
‘/ ‘l» Ivc Word Recoqnition : '|-4_9. - 3’06 | 'cie_l l"cél a 'oﬂ
Efficiency o | - -
.3 Speed in Applying AL IR I Y RN )| W]
Context I ST . -
VI, Extrapolatinq a’ | 35 ‘ '.02i N | R | ‘.Qg 00
' “Discourse Representiiion o : '
to Upconing Text
Wi asslgmentof ¢ M m08 R w8 %/
‘Topicalized Antecedent o . ' - |
g Referent . o » ;

€T

-

*Correlations having absolute value of .25 or greater aré underscored.
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Validity oettictents™

A | o+ Criterion Measure

| Compene it Reading Tine :'_ Nelson=Denny Nelson-Denny -, Nelson=Denny .
col . For Context . Speed Vocabulary Comprehension -

"'I.‘LetterEncoding N (A - _'-.18 -1 | ?.20 : s

I v witiletter 0 -8 =R =D
 Units . | K

o m.:uecoaing B T SR -

W WordRecoqnition B R | AN - B O
| Efficiency | o L , .

| Y Speed in Applying A =03
| Context SR o

VL Extrapolat‘.inq.a_ o -§_1~ S ey RLL 39
-Dipcouree’Repreeentation e T

- WL Influenceof 'lbpicality SRS A 3 ]
ofReference | o

A - _

VI, Semantic Integragionof- A U 08 | o
Antecedents - . . ,, o

vetT

. ,8_;,' B R T NIRRT X' F T A
B Prob. o e 000

Burpesd JFo sqauasuocducy o

[Kc

= “Correlations Of 25 o greater are. underscored BTN T R
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FIGURE CAPTIONS °

Figure 1. Categories '65 reading'prqcesses.and,the
nature of, their interactions.
quure 2 Schematlc" :representation . _of "the
.measurement ‘model for tasks 1n the word ana1ys1s domaln.
. The arrows denote the direction of causation 1n the

.model - .Squares - denote the observed var1ab1es (1 -10*

Table 2),'and c1rc1es the components (n ~=n f))‘lncludlng

‘ I IV
_— A1) Letter Encodlng, (II) Encodlng Mu1t11etter Un1ts,
' (III) Decod1ng, and (IV) Word Recognltlon. 'Thew model

uses 18 parameters to account for 45 correlatlons. 'The
test: of fit yielded x2 = 38. 3, R = .073. Standard
. 27 A .

‘errors of parameters averaged;.ZO.
! ) .

! . e A

- . S . .. RECEN '»,_““:A,..H‘» T

Flgure 3 _ Schematic“”“”réﬁresentation' of _ 'the

?measurement model for measures in the dlscourse ana1YS1s

i

domain. Arrows denote d1rectlon of causatlon' in the
model:, - and ?sqpares .denote observed var1ab1es (1-6 in

' Table 4)-. n .-n ..denote ,the 1-componentS'“ (VII)
T : : cr . . VII Ix . . - W
Automatic assignment‘ of top1ca11zed antecedent . . as

referent, (VfII) Schematic integratlon/evaIgation .Of

T_. K l .
antecedent ‘with d1scourse represenFation, and (IX)
. . ..\, | .< n
o .-EXhaustive‘retrieval-of‘antecedents. ' ¢ -¢ represent
.measurement - error specific to .a single - measure.’

o




Compone nts of Read1ng

e

o . . —_ . L .... .
.. N . ) . . oL . . . '.- @
h

Chi square (w1th 3 degrees of freedom; is 3.17, p = .37. -
A test of 1ndependence of the three components ylelded

x23 = 1 82, p= .61,

Figure 4. Schematic = representation of ~the5
measurement model developed Tor measures of context
ut111zatlon (1ntegrative ‘skills)“ :' .Arrows' 'denote”

. : 'dfrection of causation in the model, and squares denote

observed var1ab1es. (Variables 1 8 are those in Table

EA

63 Variables 9 &. 10 correspond to those in Table 2 - o

~

the depth of decod1ng of h1gh—' and 1ow-frequency words

presented in. 1solation' Varlables 11 & 12 correspond to
\ e T T

Var1ab1es 4 § 3,I_respect1ve1y,”"1n \Table 4 [ two;

measures of t1me for evaluat1ng antecedents in read1ng a

/

sentence containing~- : anaphor.). ) ﬂ\ ' n N ; and
: vVI..

o "ﬁ; denote the components (IV) Word recoqnition, (V)ﬂ”"
o, VIILY _ , 2
' Speed setf in ‘applying context, (VI) Extrapolatlon of

d1scourse context, and (VIII) Semantic I integration
within "a : d1scourse - representation. l' Measures :ij

Components IV and VIII ‘were included,“ in rderA'toa"'

o

partial out their involvement in tasks related to the

4 T (o

integrative components (V and vI). h1—square for th1s T

. / .

‘ measurement model was 45 8, with 42 degrees of freedom'_"'
p = 316 Standard errors of parameters averaged .17

YLy Only the two significant component intercorrelations are

N R represented in the diagram[
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. Figure 5;( ACOVS model for tasks in the word
analysis domain. The arrows denote .the direction of
s causation4 in the, model. Squares denote theé observed i

varlables (Y -Y ) and c1rc1es the. man1fest components.

_ -1 710,

n -n denote, respect1ve1y, the components (1) Encodlnq
I Iv -

1etters,' (IB) Fncodlng mu1t11etter' perceptua1 units,

e (III) Phonologlcal decod1ng,vand (IV) Word recognition;

C ' and ;C‘ : represent unique components- and € =€
IIr. . - v 1 10
' represent .measurement error-»yarlance sPe01f1c to a

s1ngle‘measure,

e e - e T

— T f”»_- Flgure 6. Causal model relatlng two components of

©

d1scourse process1ng, (VII) ASS1gnment of top1calized
referent and (VIII) Semant1c 1ntegratlon of antecedentu

w1th1n a d1scourse representarion, to components of word
analys1S°' (I) Letter recognition, (II) Multiletter un1t

"fh ‘hé 1dentif1cation, (III) Decodlng, : and’l (IV) S Word
| r-recognition._. In the mode1 there are direct structuralu

‘relations -between perceptual/decodlng components _and.

e -

discourse process1ng_components.:

?igure'7¢ Structural model re1at1ng two components

)

°, of context utllization, (VI) Extrapolatlng\a\d1scourseﬁ

»

representation and (V). Speed _set iinwyutilizing highly;___i

predictive context, to components of word analysis (I) E

-

o
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A

' Letter identification, . (II) Multiietter unit
identification, = (IIT) . Decoding, ,and (IV) = Word
'recoénition-- 'Ih this model £hene are'no direct effecgsl
- of, :peréepthél/deébding ” compqnenﬁs ~on higbflevél

' components. ;
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